
Abstract

Replication is an essential requirement for scientific discovery. The current study aims to generalize and replicate 10 propositions
made in previous Twitter studies using a representative dataset. Our findings suggest 6 out of 10 propositions could not be
replicated due to the variations of data collection, analytic strategies employed, and inconsistent measurements. The study’s
contributions are twofold: First, it systematically summarized and assessed some important claims in the field, which can inform
future studies. Second, it proposed a feasible approach to generating a random sample of Twitter users and its associated ego
networks, which might serve as a solution for answering social-scientific questions at the individual level without accessing the
complete data archive.
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Introduction

Since the increasing popularity of online social media platforms and the rise of computational science, more and more researchers
from the natural sciences and engineering have begun to investigate social phenomena using large scale human generated data
computationally. This trend facilitates the emergence of computational social science, which aims to use computational approaches
to answer questions in the social sciences [1–3].

However, it appears that many of such efforts in computational social science have evolved in isolation from the rest of the
discipline of social science. Many findings are largely ignored by mainstream social scientists [3]. In this paper, we argue that two
major reasons for the ignorance are lack of generalizability and replicability of the findings. In terms of generalizability, scattered
findings in computational social science have not been systematically summarized and generalized for nontechnical social
scientists who aim to test social theories. Social scientists are more interested in theorizing social concepts and their relationships
across contexts, whereas many scholars in computational studies tend to focus mainly on specific problem solving and algorithmic
breakthroughs. Few studies have attempted to summarize or generalize the existing findings [4–6]. As it turns out, the findings have
been drawn on a diverse range of measures and study contexts, resulting in unreliable and even contradictory conclusions.

In terms of replicability, there are several sources of bias in current computational social science studies, making the findings hard
to replicate [7]. A major obstacle for replication is data representativeness using social media data [8–10]. Many studies are based
on non-probability samples. Most of the Twitter study samples are collected by Twitter’s streaming API but this sampling method is
nontransparent to researchers and the procedures might be biased toward users making large amounts of posts [9]. Another
approach, Breadth-First Search (BFS) crawling, could also be problematic unless all isolated components are collected (see S1
File). The second source of bias may come from differences in measurement of similar concepts. For example, different kinds of
networks (e.g., retweeting or reciprocal following networks) are constructed to examine social network properties [5, 6]. Last, online
activities on different platforms may represent different types of human behaviors. The platform interface and function can alter
people’s behavioral patterns [7].
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Given these limitations, we suggest that findings in computational social science using social media data are required to be
systematically generalized and replicated. In doing so, we first focus on a single platform, Twitter.com, to overcome platform
variations. Twitter is a combination of social networking services and information sharing applications in which users can make
tweets, i.e., posts, with a 140-character limit. Tweets are open online by default, and are also broadcast directly to a user’s
followers. Users may rebroadcast a tweet by retweeting (RT) the message to their followers. Alternatively, followers may reply
directly to the author. Twitter is one of the most popular social media platforms around the world, and many studies in computationa
social science are based on Twitter datasets. Therefore, our study scope is limited to only those studies using Twitter data and
related to computational social science research.

While accessing the complete Twitter dataset is not possible, our approach is to collect a randomly-selected and representative
Twitter dataset. Our method began by generating a list of random Twitter IDs (egos). We then collected all the egos’ alters (i.e.,
followers and followees) and the following relationships among the alters. Finally, we obtained the profiles and the timelines of the
selected users (egos and alters). Although, the sampling approach is not adequate to estimate global network properties, we will
show that our dataset is sufficient and possibly a best option to re-examine previous propositions, because results based on
random samples could be generalized at the population level, whereas other sampling strategies usually do not have this property
(see S1 File). In addition, unlike sampling tweets, sampling users is a more appropriate approach to analyzing individual behaviors.

We synthesize existing studies into three themes to reflect the state-of-art research progress in computational social science in
relation to the use of Twitter data, namely usage, network structure, and information diffusion. Although these three themes have
covered most findings obtained by observational research, studies using online experiments and combing external data (e.g.,
survey) for predictions (e.g., voting behavior) are not addressed in this study. We rephrase existing propositions to make them
testable at the individual level, assuming that the usage, formation of network structure, and information diffusion can be explained
by individual behaviors.

Materials and Methods

Ethics Statement

The study was approved by the Human Research Ethics Committee for Non-Clinical Faculties, The University of Hong Kong. Data
were obtained from Twitter’s REST API. Before data collection, developer accounts were granted by Twitter to the authors of this
study, which allows the access to the data. Indirect identifier data fields will be replaced to unidentifiable pseudo code after all data
were collected upon the end of the project.

Data Collection

Instead of using the streaming API, we used Twitter’s REST APIs to collect a representative Twitter dataset. First, we employed a
method reported in Fu and Chan [11] and Zhu et al. [12] to generate random Twitter user IDs. The Twitter ID is a unique (numeric)
value that every account on Twitter has. Although an account can change its user name, it can never change its Twitter ID.
Therefore, as long as we find an approach to generating a list of valid Twitter user IDs, we find a way to generate a random sample
of Twitter users (accounts). After some exploratory experiments, we found that the Twitter ID ranges from 0 to 3,000,000,000 until
November 2014. Therefore, we generated 3×30,000 random numbers in this range. And then, we search these numbers via the
REST API to check the existence of Twitter IDs. Using this method, we obtained 34,006 valid Twitter user accounts. We call them
“egos”. This random sample could represent the population of all Twitter users (see a comparison between the random sampling
and BFS sampling strategies in S1 File).

Next, we obtained the egos’ user profiles, alters (followers and followees), and tweets/retweets in user timelines as many as
possible. Since users’ tweets and following relationships could be protected by privacy settings, we could only get the public users’
information. For egos, we obtained 4,702,258 tweets from 32,420 egos, of which 15,176 posted nothing. We obtained 2,484,247
unique alters of 32,702 egos, of which 13,713 have zero alters. For alters, we obtained profiles from 2,482,184 users. We further
obtained 2,378,687,333 tweets from 1,768,010 alters, of which 124,240 have zero tweet.

Next, we constructed 1.0 ego networks in which nodes are users (egos and alters) and edges are the following relationships
(without the following relationships among alters). Users without profiles were excluded. Finally, there are 2,516,190 nodes
(including 8,472 ego users) and 3,949,275 edges in the 1.0 ego networks. That means there are 8,472 separated ego networks
since only 8,472 egos satisfy the condition that ego users should have at least one alter user and this user’s profile information is
publicly available. Among the 8,472 egos, 6,415 users have posted at least one tweet in the past 6 months (active egos). We
further obtained the following relationships among the alters of the active egos to construct 1.5 ego networks. We used the 1.5 ego
networks to calculate clustering coefficient and betweenness of the active egos. A flow chart of data collection is appended in S1
(Figure A in S1 File).

Data Analysis

We used a conceptual replication approach. It means that (1) we do not merely reproduce former findings but replicate former
conceptual claims using an independent data, and (2) we generalize and rephrase former claims to hypotheses and propositions
that can be tested at the individual level. In this way, all analyses in the current study were based on the random sample of ego
users. Therefore, findings could be further generalized to the population of Twitter users. Even though we also collected the 1.5 ego
networks, we used them to calculate the egos’ network properties, which served as egos’ attributes in formal analyses. The induced
alters could not be considered as a representative sample (see S1 File). Further details of the calculations could be found in Table A
in S1 File.

Results

Usage

20%-80% rule of content generation.



The 20/80 rule originally referred to the observation that 80% of Italy’s wealth belonged to only 20% of the population [13]. This rule
has been largely believed to be applicable to online peer production systems [14]: Few active users created most of the posts
online. Although no clear evidence indicates that the ratio is exactly 20/80, previous studies suggest that the distributions of online
production follow power law with exponents ranging from 1.98 to 2.46 on popular social media platforms [15]. In particular, the
distribution-follows a power law with an exponent about 1.92 on Twitter [16].

We cannot replicate this power-law hypothesis. Fig 1A shows that the distribution is much flatter than what existing studies have
found. We try to fit the distribution using the Clauset-Shalizi-Newman method [17]. The exponent is 1.37 (min = 2, KS = 0.037, p =
0), indicating that the distribution is significantly different from a power law. Yet, the general idea still holds. Fig 1B presents that 2%
of users created 80% of tweets, or 20% created nearly 100% of posts. More than half of users didn’t post any tweets at all. The
distribution is much more unequal than we expected, and the distribution does not vary across active and less active users.

Fig 1. Unequal content generation.
(A) Log-log plot of the complementary cumulative distribution functions of the number of tweets per user. (B) Cumulative
percentage of tweets created by cumulative percentage of users. Colors indicate that only the users who have posted more
than N tweets are included. The selection of N does not influence the distribution qualitatively. The number of tweets
(including original posts, retweets, and replies) for each ego were obtained from the user profile API, and therefore, that is not
subject to the 3,200-limit of the user timeline API.
https://doi.org/10.1371/journal.pone.0134270.g001

Originality, sociability, and syntactic use.

Several features characterizing how users post tweets are frequently mentioned in previous studies—retweet, @-mention, hashtag,
and URL. These characteristics are related to the study of originality, sociability, and syntactic use of microblogging. First, Twitter
has been celebrated for providing larger amounts of original messages than other platforms. There are fewer duplicates in Twitter
than in the Chinese social media platform Sina Weibo. The proportion of retweets in Twitter trending topics is 31% [18]. For general
topics, the percentage was estimated to be even smaller (3%) [19]. In our sample, the percentage is 22.4% (see point 3.2 in S1
File).

The reply-to and @-mention functions in Twitter have been considered to be indicators for social interactions [20]. However, the
estimated proportion of these functions varied drastically, ranging from 22.7% to 86% for @-mention, and from 17.4% to 31% for
reply-to [19, 20]. In our sample, 24.1% tweets are replies. There are 49.1% tweets containing @-mention. Note that @-mention
could be caused by retweet or reply-to. Excluding these, the proportion of @-mention is 6.9%.

Overall, our findings suggest that there is a moderate level of originality (excluding retweets and replies: 53.5%). More importantly,
Twitter platform is more likely to be an interactional platform (Reply+@: 24.1%+6.9% = 31.0%) than an information sharing website
(RT: 22.4%).

In terms of syntactic use, previous research found that 20.0% tweets contain hashtags and 29.1% tweets contain URLs [21]. Our
results suggest that Twitter users are less likely to use hashtag and URLs than what had been previously reported. Only 14.5% of
tweets contain hashtags and 16.5% contain URLs in tweets. These proportions are even smaller in original tweets. According to our
data, the percentages are 8.0% and 12.4% respectively. At the user level, more than half of the users have never used hashtags or
URLs in their timelines.

Circadian rhythms.

Twitter usage follows the circadian rhythm of the day and week [22]. Researchers found that Twitter messaging activity rises in the
morning and increases throughout the day until the evening. Furthermore, they found that weekend use shows a much lower
activity and less distinct time of day patterns. These patterns are consistent with the findings in another study based on Facebook
data [23]. Our findings are similar to these previous studies. Fig 2 shows that both tweets posting and the number of active users
reach their peak around 8:00 p.m., while posting increases more quickly than users during the day time. That means the number of
active users remained relatively constant while tweets posted per user increased throughout the day. Besides, users are more
active (posting more tweets on average) in workdays than on weekends (t  = -39.43, df = 4, 221, p < 0.001).

Fig 2. Daily and weekly rhythms of Twitter activity.
(A) Tweets posted by hour and day of the week. (B) Number of active users by hour and day of the week. We used the UTC-
offset information provided by the REST API to normalize time stamps to local time (see S1 File).
https://doi.org/10.1371/journal.pone.0134270.g002
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Attention and productivity.

Previous studies suggest that social media users’ productivity exhibits a strong positive association with others’ attention in online
social platforms like YouTube [24] and Twitter [14]. Twitter users who receive attention from more people will post more frequently
than those who receive less attention. Huberman et al. found that the total number of posts increases with both the number of
followers and mentioned friends [14]. However, the number of total posts eventually saturates as a function of the number of
followers. Kwak et al. found similar results to Huberman et al. in general. Yet, they found that there are saturation points both for
followers and followees [5]. Our findings are consistent with the previous studies as shown in Fig 3. The Pearson correlation
between number of followers and the average number of tweets is 0.70 (t = 181.86, df = 34,004, p < 0.001), while the correlation
between number of followees and the average number of tweets is 0.55 (t = 121.24, df = 34,004, p < 0.001), and the correlation
between number of mentioned users and the average number of tweets is 0.77 (t = 224.38, df = 34, 004, p < 0.001) (S1 File).

Fig 3. Content productivity and attention received.
The average number of tweets as a function of (A) the number of followers, (B) the number of followees, and (C) the number
of friends. Friend here is defined as a user who has been mentioned at least twice in an ego’s timeline.
https://doi.org/10.1371/journal.pone.0134270.g003

Structure

Power-law distribution in follower-followee network.

Many studies have sought to examine the social network characteristics of Twitter data by comparing the structural properties to
well-known social networks [5, 6]. Although most real world social networks have a power law exponent between 2 and 3, previous
studies found very inconsistent results on Twitter follower-followee network [5, 6]. In general, both the number of followee (out-
degree) and the number of follower (in-degree) are unequally distributed with heavy tails, resembling power-law distributions. Even
though some studies confirmed that power-law exponents are between 2 and 3, others found that the follower or followee
distribution is not fit by power law, or their power-law exponents are less than 2 if the distributions are power law [5, 6, 16, 25].

Using our representative sample, we constructed the three distributions—follower, followee, and reciprocal in Fig 4. Neither follower
nor followee distributions are fit by power-law function. The exponent for follower distribution is 1.53 (min = 1, KS = 0.0185, p = 0),
while the exponent for followee distribution is 2.32 (min = 223, KS = 0.0356, p = 0). However, the reciprocal degree distribution is fit
by power-law with an exponent 2.32 (min = 180, KS = 0.0213, p = 0.332). Overall, it suggests that the follower-followee network
does not exhibit the same power-law characteristics as other social networks, whereas the reciprocal friendship does.

Fig 4. Degree distribution in the follower-followee network.
Log-log plot of the complementary cumulative distribution functions of the number of followers, the number of followees, and
the number of reciprocal friends. The number of followers and followees for each user were obtained from the user profile API,
therefore, are not constrained by the privacy setting for obtaining following relationships.
https://doi.org/10.1371/journal.pone.0134270.g004

Formation of the follower-followee network.

In addition to the power-law distribution of following networks, several network properties were frequently calculated to gauge the
formation mechanisms of the follower-followee network of Twitter. Three mechanisms have been considered to be important:
transitivity [26], reciprocity [26], and homophily [27]. The first two are purely structural while the last is based on user attributes.

Transitivity indicates the formation of social ties to people who are friends of existing friends. It can be measured by the clustering
coefficient [28]. A former study reported that the average local clustering coefficient is 0.23 for degree = 5 and is 0.19 for degree =
20 in the mutually follower-followee network for active Twitter users [6]. In our random sample, the average clustering coefficient is
0.15 for all active Twitter users in their follower-followee network, while the median is 0.10. Similar to previous findings, the
clustering coefficient decreases with increasing degree. The coefficient is 0.29 for degree = 5 and is 0.19 for degree = 20. In the
mutual graph, these parameters are slightly lower. The average local clustering coefficient is 0.12 (mdn = 0.07) for active users with
at least two reciprocal ties.

https://doi.org/10.1371/journal.pone.0134270.g003
https://doi.org/10.1371/journal.pone.0134270.g004
http://journals.plos.org/plosone/article/figure/image?size=medium&id=info:doi/10.1371/journal.pone.0134270.g003
http://journals.plos.org/plosone/article/figure/image?size=medium&id=info:doi/10.1371/journal.pone.0134270.g004


Reciprocity indicates the relationship that A follows B and then B will follow A back. An earlier study in 2010 found that Twitter shows
a low level of reciprocity—22.1%, compared with other social networking sites [5]. In 2014, another study found a much higher
reciprocity—42% among active users [6]. Since both studies claim they used Twitter population-scale datasets, it appears that
Twitter might evolve to behave more like a social network [6]. However, it can be an outcome of the artifact of selection criteria for
active users. In some issue networks (collected by hashtags), the reciprocal ties could be even higher (28%) [16]. Our result is in a
number between the two previous findings, 38.3%, which actually reflects the average level of general Twitter users.

Homophily is a tendency that a contact between similar people occurs at a higher rate than among dissimilar people. Many
attributes were used to measure user similarity. For instance, users are more likely to follow other users (reciprocally) within closer
time zones [5]. For those with ≤ 50 reciprocal friends, the mean time difference is about 1 hour. And for those with ≤ 2,000
reciprocal friends, the median time difference stays below 3 hours. We find a similar result that 50% following relationships occurred
between users within one hour time difference.

Another kind of homophily is calculated in terms of user’s popularity (i.e., the number of followers and the number of followees). It
means a user is likely to follow other users with similar popularity and they reciprocate. Sometimes, it is also referred to assortativity
[29]. On Twitter, the number of followers of a user has been found to be positively correlated with the number of followers of his
reciprocal friends, indicating a homophily tendency [5]. However, a negative relationship (-0.30) has been reported for all ties no
matter if reciprocal or not [6]. In our representative sample, they are less inclined to follow the users with similar number of
followers. The Spearman correlation is -0.31 (S = 1.35 , p < 0.001, N = 3,949,275). Nevertheless, the reciprocal ties are more
inclined to occur between users with similar degree popularity. The correlation is 0.25 (S = 5.40 , p < 0.001, N = 756,445), which is
a typical value for social networks [6].

In addition to geo-location and degree similarity, other homophonous attributes have been well documented, e.g., topic interest [30]
political alignment [31], happiness [32], well-being [33], and language [34]. We found that 75% of ties were connected between the
users using a same language.

Dunbar’s number.

Forming social ties is subject to cognitive or biological constraints of the brain regarding social interaction. The limit for humans’
social network size is about 150 individuals [35]. Replication studies on social platforms suggest that online interaction is still
subject to this constraint [20, 36, 37]. Particularly, users can entertain a maximum of 100–200 stable relationships (reply-to) on
Twitter [20].

The Dunbar’s number on Twitter was estimated based on the average number of replies sent by the users to their friends [20].
Friend is operationalized as an alter to whom the ego has sent at least one reply. The average number of replies per friend as a
function of the number of friends reaches its maximum at around 80 friends, indicating the effect of the cognitive limits of human
brain on the ability to maintain social relationships. Fig 5A shows that this maximum in our random sample is approximately 87.

Fig 5. Measuring Dunbar’s number.
(A) The average number of replies made by users with different number of friends. (B) The average number of mentioned
users as a function of number of followees.
https://doi.org/10.1371/journal.pone.0134270.g005

Another measure is based on @-mention [38]. The number of mentioned friends initially increases as the number of followees
increases, after a while the number of friends saturates at around 35–40. Fig 5B shows that this number is 71 in our sample, which
is much larger than that in the original study.

Although, our results generally supported Dunbar’s social brain hypothesis on Twitter, the estimate of the accurate number varies
across measurements and is different from previous findings. We found that different estimations might be simply caused by
different time periods of data scraping (Figure C in S1 File).

Information Diffusion

Influential hypothesis.

Modeling information diffusion and detecting networking influence on Twitter can be analyzed at both user level and tweet level. At
the user level, the dominant framework is the influential hypothesis, which states that a minority of users are more influential than
others in terms of triggering retweets. Previous studies suggest a lack of reliable predictors for retweetability (retweeted or not) at
the user level. The ranking of the most influential users differed depending on the measures, like the number of followers,
PageRank, number of mentions, and retweets count [5, 39]. Nevertheless, few studies found that retweetability is positively
associated with the number of followers [40, 41], number of followees [41], the age of the account, and those users belonging to
several groups who act as brokers [42].

The variance of retweeting probability comes from both within and between individual users. Therefore, we employed multilevel
generalized models for predicting retweetability (being retweeted or not) and retweet count received by the original tweets (see SI).
Table 1 contains both user-level and tweet-level factors. For user-level factors, as expected, the number of followers and the age of
the user account are positively associated with retweetability. However, the number of followees is negatively associated with
retweetability. In addition, clustering coefficient, which indicates the followees and followers of a user are well connected, is
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positively associated with retweetability. To predict retweet count, we observed several differences with previous studies. Both age
of the user and the number of reciprocal ties are negatively correlated with retweet count, whereas the number of followees is
positively associated with retweet count.

Table 1. Multilevel generalized models predicting retweetability and retweet count.
https://doi.org/10.1371/journal.pone.0134270.t001

Source characteristics.

At the tweet level, researchers believe that the characteristics of a specific tweet are important for spawning retweets. We call them
source characteristics here. The presence of hashtags, URLs, and @-mentions are the most frequently-mentioned predictors. The
presence of both hashtag and URL is positively correlated with retweetability [41]. According to Table 1, the presence of hashtags
and mentions is positively associated with retweetability. Unexpectedly, the presence of URLs is negatively related to retweetability.
A bivariate analysis reveals that the presence of URLs indeed increased retweetability from 10% to 15%. However, URLs always
co-occurred with hashtags. That means the correlation between the presence of URLs and retweetability is spurious and induced
by the correlation between the presence of hashtags and retweetability. In terms of retweet count, the presence of mentions is
negatively correlated, although the effect sizes are the largest in both models.

Exposure hypothesis.

Unlike above-mentioned studies, which emphasize the probability of being retweeted by other users, the exposure hypothesis
focuses on the probability of retweeting other users’ tweets. The hypothesis posits that repeated exposures to an idea are
particularly crucial for adopting the idea [43, 44]. On Twitter, successive exposures indeed increase the probability that the user will
begin mentioning specific hashtags [45] or URLs [46], though the marginal effect might soon reach its maximum aggregately.
Further studies found that the relationship could vary across topics [45], across number of friends due to the information overload of
highly connected users [46, 47], and across community structures [48].

We replicated this hypothesis using the official retweet based on our random sample. Consistent with the former studies, repeated
exposures of a tweet indeed increase retweeting probability at the initial stage, but start to decrease around the 20  exposure (Fig
6A). This relationship is stronger for users with fewer followees (Fig 6B), with lower betweenness (Fig 6C), and with higher
clustering coefficient (Fig 6D). That means the exposure hypothesis is more likely to be true in small and dense groups.

Fig 6. Exposure hypothesis and its variations.
The probability of retweeting as a function of the number of followees who have tweeted a post, (A) averaged over all users,
(B) by breaking down users into classes based on the number of following friends they have, (C) by breaking down users into
classes based on the betweenness in their ego networks, and (D) by breaking down users into classes based on the
clustering coefficient in their ego networks. Medians of betweenness and clustering coefficient are used as cut-points for
grouping users.
https://doi.org/10.1371/journal.pone.0134270.g006

Discussion

The current study generalized and replicated 10 propositions related to computational social science using a truly representative
Twitter dataset. The study contributes to computational social science studies using social media data in two ways. First, it
demonstrated lack of replicability in previous studies. More than half of the propositions could not be fully replicated (Table A in S1).
The major reason is believed to be the variation of sampling strategies employed in different studies. For example, the originality
and the ratio of using hashtags or URLs in our random sample are lower than those previously found, possibly because former
studies merely included active users. The second reason is the variation of methodology of measurements. For example, different
methods to estimate Dunbar’s number could result in quite different outcomes. Similarly, the distribution of followers does not follow
a power law, however, the distribution of reciprocal degree does. The third reason may come from the variation of analytic
strategies. As we mentioned, the presence of URLs is positively associated with retweetability using bivariate analysis. Yet, a
multivariate analysis reveals that this correlation is actually spurious. In this sense, it is important for future studies to collect
randomly samples and conduct rigor statistical analyses for computational social science research. Second, the study
systematically summarized and assessed some important claims in the field, and proposed a feasible approach to generate a
random sample of Twitter users and its associated ego networks. On the one hand, the random sampling approach is more
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appropriate to study social science problems because it satisfies the basic requirement of most statistical models for generalizing
claims at the population level. On the other hand, scattered findings were generalized into proportions, which reflects the state-of-
art of the field and paves the ways for future studies.

Our replication, to some extent, has corrected some important biases in previous studies using online data. However, more areas
should be addressed. First, we only considered a single platform to overcome the design bias. It is unclear whether the confirmed
propositions are also correct on other platforms. Future studies should explicitly analyze the impact of platform interfaces. Second,
four propositions in our study seem to be robust across sampling strategies. It might be because these propositions reflect the
homogeneity of online user behaviors, which means that nearly all users follow similar patterns. Therefore, they appear to be
insensitive to sampling strategies. However, future studies need to retest the robustness of these propositions before we can
consider them as universal. Third, a growing amount of studies are using experimental design on social media and they are usually
supported by the service providers. The uniqueness of this type of study makes the findings hard to replicate. However, the
robustness, ethical concern and external validity of social experiments should receive more attention. Finally, there are many
studies using online texts to predict voting behaviors [49] and the approval rate of political actors [50]. The implication of the current
study for this line of research is that we may focus on representative individual users other than posts.

Supporting Information

S1 File. Information S1 documented 1 table (Table A) and 3 figures (Figure A-C).

(PDF)
https://doi.org/10.1371/journal.pone.0134270.s001
(PDF)

Acknowledgments

This research was supported by the Small Project Funding from The University of Hong Kong (201409176011) and the Public
Policy Research Fund, Hong Kong Government (2013.A8.009.14A).

Author Contributions

Conceived and designed the experiments: HL KWF. Performed the experiments: HL. Analyzed the data: HL. Contributed
reagents/materials/analysis tools: HL. Wrote the paper: HL KWF.

References

Lazer D, Pentland AS, Adamic L, Aral S, Barabasi AL, Brewer D, et al. Life in the network: The coming age of computational social science. Science.
2009; 323(5915): 721–723. pmid:19197046

Strohmaier M, Wagner C. Computational Social Science for the World Wide Web. IEEE Intelligent Systems. 2014; 29(5): 84–88.

Watts DJ. Computational social science: Exciting progress and future directions. The Bridge on Frontiers of Engineering. 2013; 43(4): 5–10.

Golder SA, Macy MW. Digital footprints: Opportunities and challenges for online social research. Annual Review of Sociology. 2014; 40(1): 129–152.

Kwak H, Lee C, Park H, Moon S, editors. What is Twitter, a social network or a news media? Proceedings of the 19th international conference on World
wide web; 2010: ACM.

Myers SA, Sharma A, Gupta P, Lin J, editors. Information network or social network?: the structure of the twitter follow graph. Proceedings of the
companion publication of the 23rd international conference on World wide web companion; 2014: International World Wide Web Conferences Steering
Committee.

Ruths D, Pfeffer J. Social media for large studies of behavior. Science. 2014; 346(6213): 1063–1064. pmid:25430759

De Choudhury M, Lin Y-R, Sundaram H, Candan KS, Xie L, Kelliher A. How does the data sampling strategy impact the discovery of information diffusion
in social media? ICWSM. 2010; 10: 34–41.

González-Bailón S, Wang N, Rivero A, Borge-Holthoefer J, Moreno Y. Assessing the bias in samples of large online networks. Social Networks. 2014; 38:
16–27.

Morstatter F, Pfeffer J, Liu H, Carley KM, editors. Is the sample good enough? Comparing data from Twitter's streaming API with Twitter's firehose.
ICWSM; 2013.

http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Lazer%5Bauthor%5D+AND+Life+in+the+network%3A+The+coming+age+of+computational+social+science
http://scholar.google.com/scholar_lookup?title=Life+in+the+network%3A+The+coming+age+of+computational+social+science&author=Lazer&publication_year=2009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Strohmaier%5Bauthor%5D+AND+Computational+Social+Science+for+the+World+Wide+Web
http://scholar.google.com/scholar_lookup?title=Computational+Social+Science+for+the+World+Wide+Web&author=Strohmaier&publication_year=2014
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Watts%5Bauthor%5D+AND+Computational+social+science%3A+Exciting+progress+and+future+directions
http://scholar.google.com/scholar_lookup?title=Computational+social+science%3A+Exciting+progress+and+future+directions&author=Watts&publication_year=2013
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Golder%5Bauthor%5D+AND+Digital+footprints%3A+Opportunities+and+challenges+for+online+social+research
http://scholar.google.com/scholar_lookup?title=Digital+footprints%3A+Opportunities+and+challenges+for+online+social+research&author=Golder&publication_year=2014
https://doi.org/10.1126/science.346.6213.1063
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Ruths%5Bauthor%5D+AND+Social+media+for+large+studies+of+behavior
http://scholar.google.com/scholar_lookup?title=Social+media+for+large+studies+of+behavior&author=Ruths&publication_year=2014
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=De+Choudhury%5Bauthor%5D+AND+How+does+the+data+sampling+strategy+impact+the+discovery+of+information+diffusion+in+social+media%3F
http://scholar.google.com/scholar_lookup?title=How+does+the+data+sampling+strategy+impact+the+discovery+of+information+diffusion+in+social+media%3F&author=De+Choudhury&publication_year=2010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Gonz%C3%A1lez-Bail%C3%B3n%5Bauthor%5D+AND+Assessing+the+bias+in+samples+of+large+online+networks
http://scholar.google.com/scholar_lookup?title=Assessing+the+bias+in+samples+of+large+online+networks&author=Gonz%C3%A1lez-Bail%C3%B3n&publication_year=2014
http://journals.plos.org/plosone/article/file?type=supplementary&id=info:doi/10.1371/journal.pone.0134270.s001
https://doi.org/10.1371/journal.pone.0134270.s001


11.
View Article PubMed/NCBI Google Scholar

12.
View Article PubMed/NCBI Google Scholar

13.

14.

15.

16.

17.
View Article PubMed/NCBI Google Scholar

18.

19.

20.

21.

22.

23.

24.
View Article PubMed/NCBI Google Scholar

25.

26.

27.
View Article PubMed/NCBI Google Scholar

28.
View Article PubMed/NCBI Google Scholar

29.
View Article PubMed/NCBI Google Scholar

30.

31.

32.

View Article PubMed/NCBI Google Scholar

33.
View Article PubMed/NCBI Google Scholar

34.

35.

Fu KW, Chau M. Reality check for the Chinese microblog space: a random sampling approach. PLOS ONE. 2013; 8(3): e58356. pmid:23520502

Zhu JJH, Mo Q, Wang F, Lu H. A random digit search (RDS) method for sampling of blogs and other user-generated content. Social Science Computer
Review. 2011; 29(3): 327–339.

Pareto V, Page AN. Translation of Manuale di economia politica (“Manual of political economy”). AM Kelley. 1971.

Huberman BA, Romero DM, Wu F. Social networks that matter: Twitter under the microscope. First Monday. 2009; 14(1). Available:
http://pear.accc.uic.edu/ojs/index.php/fm/article/viewArticle/2317.

Wilkinson DM, editor Strong regularities in online peer production. Proceedings of the 9th ACM conference on Electronic commerce; 2008: ACM.

Zhou Z, Bandari R, Kong J, Qian H, Roychowdhury V, editors. Information resonance on twitter: watching iran. Proceedings of the First Workshop on
Social Media Analytics; 2010: ACM.

Clauset A, Shalizi CR, Newman MEJ. Power-law distributions in empirical data. SIAM Review. 2009; 51(4): 661–703.

Yu L, Asur S, Huberman BA. What trends in Chinese social media; 2011. Preprint. Available: arXiv preprint arXiv:11073522. 2011. Accessed 17 March
2015.

Boyd D, Golder S, Lotan G, editors. Tweet, tweet, retweet: Conversational aspects of retweeting on twitter. 43rd Hawaii International Conference on
System Sciences, HICSS'10; 2010: IEEE.

Arnaboldi V, Conti M, Passarella A, Pezzoni F, editors. Ego networks in twitter: An experimental analysis. INFOCOM, 2013 Proceedings IEEE; 2013;
Turin, Italy IEEE.

Gao Q, Abel F, Houben G-J, Yu Y. A comparative study of users’ microblogging behavior on Sina Weibo and Twitter. User modeling, adaptation, and
personalization: Springer; 2012. p. 88–101.

Chalmers D, Fleming S, Wakeman I, Watson D, editors. Rhythms in twitter. Privacy, security, risk and trust (passat), 2011 ieee third international
conference on and 2011 ieee third international conference on social computing (socialcom); 2011: IEEE.

Golder SA, Wilkinson DM, Huberman BA. Rhythms of social interaction: Messaging within a massive online network. Communities and Technologies
2007: Springer; 2007. p. 41–66.

Huberman BA, Romero DM, Wu F. Crowdsourcing, attention and productivity. Journal of Information Science. 2009; 35(6): 758–765.

Java A, Song X, Finin T, Tseng B, editors. Why we twitter: understanding microblogging usage and communities. Proceedings of the 9th WebKDD and 1st
SNA-KDD 2007 workshop on Web mining and social network analysis; 2007: ACM.

Golder SA, Yardi S, editors. Structural predictors of tie formation in twitter: Transitivity and mutuality. Social Computing (SocialCom), 2010 IEEE Second
International Conference on; 2010: IEEE.

McPherson M, Smith-Lovin L, Cook JM. Birds of a feather: Homophily in social networks. Annual Review of Sociology. 2001; 27: 415–444.

Watts DJ, Strogatz SH. Collective dynamics of ‘small-world’networks. Nature. 1998; 393(6684): 440–442. pmid:9623998

Newman ME. Mixing patterns in networks. Physical Review E. 2003; 67(2): 026126.

Weng J, Lim E-P, Jiang J, He Q, editors. Twitterrank: finding topic-sensitive influential twitterers. Proceedings of the third ACM international conference on
Web search and data mining; 2010: ACM.

Conover M, Ratkiewicz J, Francisco M, Gonçalves B, Menczer F, Flammini A. Political polarization on twitter. ICWSM; 2011.

Bliss CA, Kloumann IM, Harris KD, Danforth CM, Dodds PS. Twitter reciprocal reply networks exhibit assortativity with respect to happiness. Journal of
Computational Science. 2012; 3(5): 388–397.

Bollen J, Goncalves B, Ruan GC, Mao HN. Happiness is assortative in online social networks. Artificial Life. 2011; 17(3): 237–251. pmid:21554117

Hale SA, editor. Global connectivity and multilinguals in the Twitter network. Proceedings of the 32nd annual ACM conference on Human factors in
computing systems; 2014: ACM.

Dunbar RIM. Neocortex size as a constraint on group-size in primates. Journal of Human Evolution. 1992; 22(6): 469–493.

http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0058356
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Fu%5Bauthor%5D+AND+Reality+check+for+the+Chinese+microblog+space%3A+a+random+sampling+approach
http://scholar.google.com/scholar_lookup?title=Reality+check+for+the+Chinese+microblog+space%3A+a+random+sampling+approach&author=Fu&publication_year=2013
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Zhu%5Bauthor%5D+AND+A+random+digit+search+%28RDS%29+method+for+sampling+of+blogs+and+other+user-generated+content
http://scholar.google.com/scholar_lookup?title=A+random+digit+search+%28RDS%29+method+for+sampling+of+blogs+and+other+user-generated+content&author=Zhu&publication_year=2011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Clauset%5Bauthor%5D+AND+Power-law+distributions+in+empirical+data
http://scholar.google.com/scholar_lookup?title=Power-law+distributions+in+empirical+data&author=Clauset&publication_year=2009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Huberman%5Bauthor%5D+AND+Crowdsourcing%2C+attention+and+productivity
http://scholar.google.com/scholar_lookup?title=Crowdsourcing%2C+attention+and+productivity&author=Huberman&publication_year=2009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=McPherson%5Bauthor%5D+AND+Birds+of+a+feather%3A+Homophily+in+social+networks
http://scholar.google.com/scholar_lookup?title=Birds+of+a+feather%3A+Homophily+in+social+networks&author=McPherson&publication_year=2001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Watts%5Bauthor%5D+AND+Collective+dynamics+of+%E2%80%98small-world%E2%80%99networks
http://scholar.google.com/scholar_lookup?title=Collective+dynamics+of+%E2%80%98small-world%E2%80%99networks&author=Watts&publication_year=1998
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Newman%5Bauthor%5D+AND+Mixing+patterns+in+networks
http://scholar.google.com/scholar_lookup?title=Mixing+patterns+in+networks&author=Newman&publication_year=2003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Bliss%5Bauthor%5D+AND+Twitter+reciprocal+reply+networks+exhibit+assortativity+with+respect+to+happiness
http://scholar.google.com/scholar_lookup?title=Twitter+reciprocal+reply+networks+exhibit+assortativity+with+respect+to+happiness&author=Bliss&publication_year=2012
https://doi.org/10.1162/artl_a_00034
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Bollen%5Bauthor%5D+AND+Happiness+is+assortative+in+online+social+networks
http://scholar.google.com/scholar_lookup?title=Happiness+is+assortative+in+online+social+networks&author=Bollen&publication_year=2011
http://pear.accc.uic.edu/ojs/index.php/fm/article/viewArticle/2317


View Article PubMed/NCBI Google Scholar

36.

37.

View Article PubMed/NCBI Google Scholar

38.
View Article PubMed/NCBI Google Scholar

39.
View Article PubMed/NCBI Google Scholar

40.

41.

42.

View Article PubMed/NCBI Google Scholar

43.
View Article PubMed/NCBI Google Scholar

44.
View Article PubMed/NCBI Google Scholar

45.

46.
View Article PubMed/NCBI Google Scholar

47.
View Article PubMed/NCBI Google Scholar

48.
View Article PubMed/NCBI Google Scholar

49.
View Article PubMed/NCBI Google Scholar

50.
View Article PubMed/NCBI Google Scholar

Arnaboldi V, Conti M, Passarella A, Dunbar R. Dynamics of personal social relationships in online social networks: a study on twitter. Proceedings of the
First ACM Conference on Online Social Networks, WSDM'13; New York, NY, USA: ACM; 2013. p. 15–26.

Gonçalves B, Perra N, Vespignani A. Modeling users' activity on twitter networks: Validation of dunbar's number. PLOS ONE. 2011; 6(8): e22656.
pmid:21826200

Huberman BA, Romero DM, Wu F. Crowdsourcing, attention and productivity. Journal of Information Science. 2009; 35(6): 758–765.

Cha M, Haddadi H, Benevenuto F, Gummadi PK. Measuring user influence in Twitter: The million follower fallacy. ICWSM. 2010; 10: 10–17.

Bakshy E, Rosenn I, Marlow C, Adamic L. The role of social networks in information diffusion. Proceedings of the 21st International Conference on World
Wide Web,WWW '12; New York, NY, USA.: ACM; 2012. p. 519–528.

Suh B, Hong L, Pirolli P, Chi EH, editors. Want to be retweeted? large scale analytics on factors impacting retweet in twitter network. Social computing
(socialcom), 2010 ieee second international conference on; 2010: IEEE.

Grabowicz PA, Ramasco JJ, Moro E, Pujol JM, Eguiluz VM. Social features of online networks: The strength of intermediary ties in online social media.
PLOS ONE. 2012; 7(1): e29358. pmid:22247773

Centola D. The spread of behavior in an online social network experiment. Science. 2010; 329(5996): 1194–1197. pmid:20813952

Centola D, Macy M. Complex contagions and the weakness of long ties1. American Journal of Sociology. 2007; 113(3): 702–734.

Romero DM, Meeder B, Kleinberg J, editors. Differences in the mechanics of information diffusion across topics: idioms, political hashtags, and complex
contagion on twitter. Proceedings of the 20th international conference on World wide web; 2011: ACM.

Hodas NO, Lerman K. The simple rules of social contagion. Scientific Reports. 2014; 4.

Li P, Li W, Wang H, Zhang X. Modeling of information diffusion in Twitter-like social networks under information overload. Sci World J. 2014; 2014: 1–8.

Weng L, Menczer F, Ahn Y-Y. Virality prediction and community structure in social networks. Scientific Reports. 2013; 3.

Gayo-Avello D. A meta-analysis of state-of-the-art electoral prediction from Twitter data. Social Science Computer Review. 2013; 31(6): 649–679.

Fu KW, Chan CH. Analyzing online sentiment to predict telephone poll results. Cyberpsych Beh Soc N. 2013; 16(9): 702–707.

http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Dunbar%5Bauthor%5D+AND+Neocortex+size+as+a+constraint+on+group-size+in+primates
http://scholar.google.com/scholar_lookup?title=Neocortex+size+as+a+constraint+on+group-size+in+primates&author=Dunbar&publication_year=1992
http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0022656
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Gon%C3%A7alves%5Bauthor%5D+AND+Modeling+users%26apos%3B+activity+on+twitter+networks%3A+Validation+of+dunbar%26apos%3Bs+number
http://scholar.google.com/scholar_lookup?title=Modeling+users%26apos%3B+activity+on+twitter+networks%3A+Validation+of+dunbar%26apos%3Bs+number&author=Gon%C3%A7alves&publication_year=2011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Huberman%5Bauthor%5D+AND+Crowdsourcing%2C+attention+and+productivity
http://scholar.google.com/scholar_lookup?title=Crowdsourcing%2C+attention+and+productivity&author=Huberman&publication_year=2009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Cha%5Bauthor%5D+AND+Measuring+user+influence+in+Twitter%3A+The+million+follower+fallacy
http://scholar.google.com/scholar_lookup?title=Measuring+user+influence+in+Twitter%3A+The+million+follower+fallacy&author=Cha&publication_year=2010
http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0029358
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Grabowicz%5Bauthor%5D+AND+Social+features+of+online+networks%3A+The+strength+of+intermediary+ties+in+online+social+media
http://scholar.google.com/scholar_lookup?title=Social+features+of+online+networks%3A+The+strength+of+intermediary+ties+in+online+social+media&author=Grabowicz&publication_year=2012
https://doi.org/10.1126/science.1185231
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Centola%5Bauthor%5D+AND+The+spread+of+behavior+in+an+online+social+network+experiment
http://scholar.google.com/scholar_lookup?title=The+spread+of+behavior+in+an+online+social+network+experiment&author=Centola&publication_year=2010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Centola%5Bauthor%5D+AND+Complex+contagions+and+the+weakness+of+long+ties1
http://scholar.google.com/scholar_lookup?title=Complex+contagions+and+the+weakness+of+long+ties1&author=Centola&publication_year=2007
https://doi.org/10.1038/srep04343
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Hodas%5Bauthor%5D+AND+The+simple+rules+of+social+contagion
http://scholar.google.com/scholar_lookup?title=The+simple+rules+of+social+contagion&author=Hodas&publication_year=2014
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Li%5Bauthor%5D+AND+Modeling+of+information+diffusion+in+Twitter-like+social+networks+under+information+overload
http://scholar.google.com/scholar_lookup?title=Modeling+of+information+diffusion+in+Twitter-like+social+networks+under+information+overload&author=Li&publication_year=2014
https://doi.org/10.1038/srep02522
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Weng%5Bauthor%5D+AND+Virality+prediction+and+community+structure+in+social+networks
http://scholar.google.com/scholar_lookup?title=Virality+prediction+and+community+structure+in+social+networks&author=Weng&publication_year=2013
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Gayo-Avello%5Bauthor%5D+AND+A+meta-analysis+of+state-of-the-art+electoral+prediction+from+Twitter+data
http://scholar.google.com/scholar_lookup?title=A+meta-analysis+of+state-of-the-art+electoral+prediction+from+Twitter+data&author=Gayo-Avello&publication_year=2013
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&cmd=Search&doptcmdl=Citation&defaultField=Title+Word&term=Fu%5Bauthor%5D+AND+Analyzing+online+sentiment+to+predict+telephone+poll+results
http://scholar.google.com/scholar_lookup?title=Analyzing+online+sentiment+to+predict+telephone+poll+results&author=Fu&publication_year=2013

