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Abstract
This study examines rural live streamers’ perceptions and strategies toward the algorithmic surveillance of Taobao Live, China’s preeminent 
consumer live broadcast platform. Through semi-structured interviews with 34 full-time rural streamers and two rounds of fieldwork spanning 
approximately a year in a southwestern Chinese county, this research elucidates three categories of visibility-based uncertainties that prompt 
streamers’ cognizance of algorithmic surveillance and inform their strategic responses. Participants interpret algorithmic surveillance through 
the lens of three predominant observers: curation algorithms, human moderators, and the audience. These perceived observers work on coordi-
nating three forms of visibility—algorithmic visibility, moderator visibility, and audience visibility—aimed at regulating the independent stream-
ers’ activities. Contrary to the common belief, we found that heightened online visibility in agricultural product live streams on Taobao Live does 
not always yield advantageous outcomes.
Keywords: China, live streaming e-commerce, rural communication, algorithmic gaze, visibility

Introduction
“Hi, welcome to my channel, friends who just came in; please 
click the ‘follow’ button at the upper left corner.” Rong 
yawned and repeated. No new viewers came in. The view 
number stopped at 14 for a while. This visibility dilemma 
had been persisting for over a month. For his next move, he 
sighed, “Hang in there; work every day. I believe the plat-
form will distribute more traffic to me. Not to say thousands 
or tens of thousands, but hundreds at least.” In the following 
days, he kept streaming for more than six hours daily. As he 
expected, after two months, the viewership increased to more 
than 400 per live stream. This experience further reinforced 
his belief that “the harder he works, the luckier he gets.”1 

The luck here refers to algorithmically distributed visibility 
and resultant sales.

Rong’s experience epitomizes Chinese rural streamers on 
Taobao Live, the top national-level consumer live broadcast 
platform. As of September 7, 2021, over 110,000 rural live 
streamers were working on Taobao Live and have delivered 
over 230 million streams, selling agricultural products for 
over 5 billion RMB (He, 2021). China has long grappled 
with a huge socioeconomic disparity between urban dwellers 
and those who live in rural areas. In 2023, rural households 
in China had an average annual per capita disposable income 
of about 21,691 yuan, roughly 40% of urban household in-
come.2 Live stream selling then gives these rural people a 
glimpse of hope for prosperity.

While full-time rural streamers’ livelihoods depend primar-
ily on algorithm skills (Hargittai et al., 2020) for visibility ac-
quisition and monetization, most of them are illiterate to 
algorithms, even if they are aware that their platform work is 
consistently under algorithmic surveillance (Newlands, 
2021). Despite growing scholarly attention on both 

algorithm power (see Sun, 2019) and underclass cultures (see 
Hou & Zhang, 2022; Zhang, 2023) in China’s platform 
economy, how platform-mediated workers in rural China ex-
perience and cope with algorithms remains an underexplored 
topic. If black-boxed algorithms constitute the central force 
in the production of live streaming (Wang, 2020b) and in 
platform surveillance (Newlands, 2021), then it is important 
to understand how rural streamers imagine and navigate the 
gaze of algorithmic mechanisms. Such understanding yields 
important insights into algorithms and culture in techno- 
economically disadvantaged communities.

This study takes a user perspective to understand Chinese ru-
ral streamers’ perceptions of rural e-commerce on Taobao 
(AliResearch, 2022). It begins by explicating the notions of visi-
bility on algorithmic platforms and algorithmic gaze. The meth-
ods and analysis of rural streamers’ perception and responsive 
tactics to the algorithmic gaze of Taobao Live follow.

Key concepts
Visibility on algorithmic platforms
Brighenti (2007) advocates considering visibility as a signifi-
cant social category characterized by relational, strategic, and 
processual aspects, emphasizing the underlying power dy-
namics. Consequently, he introduces three visibility schemes: 
social visibility which represents a form of recognition funda-
mental to human existence; media visibility which signifies 
the mediated logic behind the datafication of user behaviors 
and the (in)visibility of media audiences (Girginova, 2016); 
and control-related visibility that transforms visibility into a 
strategic resource for surveillance, regulation, and/or stratifi-
cation. In the context of the platform society, a novel regime 
of visibility emerges, amalgamating these three dimensions— 
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social-oriented, platform-mediated, and power-infused— 
in line with algorithmic logic (van Dijck et al., 2018). 
Correspondingly, recent studies about visibility moderation 
on digital platforms mainly included three strands.

The first strand, algorithmic visibility, is about the socio-
technical logic behind algorithmic architecture in determining 
how users can be seen and what users can see in their feeds, 
search results, and/or recommendations. Social media plat-
forms function as algorithmic platforms, heavily utilizing 
algorithms to manage users’ techno-cultural practices by co-
ordinating platformized visibility (Fu et al., 2023). This type 
of visibility is akin to Brighenti’s (2007) concept of social visi-
bility as a form of social recognition and gift (Thompson, 
2005). Consequently, content creators on social media in-
creasingly depend on algorithmically driven systems to boost 
their visibility, thereby being seen, gaining followers, and 
attaining influence (Cotter, 2019; Petre et al., 2019).

The second strand, human moderator visibility, examines 
the role of human moderators in platform governance amid 
mechanisms of social inequality (Duffy & Meisner, 2023). 
Platforms integrate algorithms and human curation as modern 
gatekeepers in cultural production. This “algo-torial curation” 
is prevalent in cultural industries like music, where human 
intermediaries play significant roles in content curation 
(Bonini & Gandini, 2019; Freeman et al., 2024). Human cura-
tors, through algorithms and/or regulatory means, oversee the 
dissemination of user-generated content and educate users on 
community norms (Bhandari et al., 2021). These behind-the- 
scenes moderators selectively manage content to align with the 
expectations of platform capitalists (Gillespie, 2018).

The third strand, audience visibility, focuses on how con-
tent is seen, recognized, and consumed by audiences, em-
bodying user engagement metrics like views, shares, and likes 
(Rieder et al., 2018; Sued et al., 2022). While closely tied to 
algorithmic visibility, this strand focuses more on audience 
participation and feedback, which can influence content 
moderation (Singer, 2014). However, scholars like Prey 
(2018) argue that on algorithmic platforms, individual 
agency is eclipsed since users are not algorithmically seen as 
individuals but as lifeless data patterns, leading to the 
“disappearance” of the audience and irreflexive visibility 
(Girginova, 2016).

While these three visibility types are well-discussed in plat-
form studies, they are often treated as a singular concept 
rather than explored in their distinct dimensions. This study 
views visibility on algorithmic platforms as a collaborative ef-
fort among recommendation algorithms, human moderators, 
and audiences to shape the platform’s surveillance regime. 
This approach provides insights into how rural streamers en-
gage with the “visibility game” (Cotter, 2019) on platforms 
like Taobao Live.

Notably, visibility is not always a case of “more is better” 
(Brighenti, 2007), since its value depends on the contextual 
needs of users. In agricultural live e-commerce, the success 
hinges on a balance between product supply and algorithmic 
visibility, where too much of either can diminish the 
expected value.

Algorithmic gaze
Whereas algorithmic visibility focuses on being identified and 
recommended by algorithms, the algorithmic gaze concerns 
the underlying power relations. Social scientists have revisited 
Foucault’s (1977) argument regarding the interplay between 

visibility and power on social media platforms, arguing that 
the normalizing power of the gaze has supplanted the overt 
display of sovereign power. In the “disciplinary society,” 
many observe the few, akin to surveillance in a prison. On 
the internet, only a select few are visible to the many because 
“visibility [on social platforms] is not something ubiquitous, 
but rather something scarce” (Bucher, 2012, p. 1172). Unlike 
the unavoidable exposure of panoptic surveillance, visibility 
in algorithm-driven communities is selective as algorithms 
prioritize certain content.

Algorithms are designed to “see” the Other, shaping our 
online encounters through “algorithmic profiles” which in-
fluence content access, self-expression, and our perceptions 
of the world (Karakayali et al., 2018; Kotliar, 2020a). Our 
media use and daily lives are increasingly affected by the al-
gorithmic gaze, an algorithm-based structured way of seeing, 
assessing, and managing the user activities on digital plat-
forms. This gaze is crucial for platform workers since it algo-
rithmically determines their task allocation, performance 
evaluations, and remuneration rate (Newlands, 2021). In the 
post-Ford era, characterized by platform-mediated produc-
tion and high labor responsibility in small batches and cells, 
disconnecting from the algorithmic gaze may lead to work 
suspension and job instability (Duffy, 2020).

However, the algorithm’s structure is often indescribable 
and incomprehensible (Kotliar, 2020b). Platform work 
heavily relies on metricized influence-building and evaluative 
systems (Chan & Kwok, 2022) that remain opaque and are 
frequently updated to manage transgressions and facilitate 
transactions. Essentially, the algorithmic gaze eludes com-
plete understanding but can be perceived by those who feel 
subtly and persistently monitored by algorithms. These per-
ceptions are not mere illusions; they are “real” and have the 
power to shape cultural productions and underlying power 
relations (Beer, 2013; Kitchin & Dodge, 2011). They repre-
sent how people perceive and experience algorithmic surveil-
lance. Such “algorithmic imaginary” (Bucher, 2017) opens 
new windows for understanding algorithmic practices, yet it 
remains underexplored, particularly among platform workers 
in rural areas, despite the significant growth of agricultural 
e-commerce since 20193 in China.

Existing rural communication studies center on rural 
people’s narrative and practical strategies in video production 
and circulation, often highlighting their continued marginali-
zation (e.g., Li, 2020; Li, 2020; Li et al., 2018). More recent 
studies have explored the spatial dynamics and transforma-
tion of live-streaming commerce in China (e.g., Zhu et al., 
2023; Lai, 2023). As algorithms represent the sociomaterial 
intertwining of humans and technology in everyday work 
(Curchod et al., 2020), there remains a need to understand 
how rural videographers engage with and respond to these 
algorithm-mediated curation systems. This article aims to 
bridge this gap by examining how rural live streamers navi-
gate the surveillance gaze within the algorithmic visibility 
framework, involving three key observers—the curation algo-
rithm, human moderators, and the audience.

Context
Rural live commerce in CN county4

China’s live stream industry has experienced remarkable 
growth in recent years, with a market size reaching 
around 3.4 trillion RMB in 2022. Among the key players, the 
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e-commerce giant Alibaba’s Taobao Live holds the dominant 
market share, followed by Douyin (the Chinese version of 
TikTok) and Kuaishou (a version of short video social media 
site targeting the lower class in China). Triggered by the na-
tionwide lockdown during the COVID-19 pandemic, Chinese 
consumers turned to online purchasing, shifting from choos-
ing arrays of goods from an online store to a more interactive 
way of buying goods from a live streamer in real-time.

In live streaming e-commerce, also known as live com-
merce or live shopping, sellers interact with potential buyers 
in real-time, showcasing products, answering questions, and 
encouraging viewers to make immediate purchases. Under 
the context of rural revitalization, the Chinese government 
articulates live streaming sales as a new landscape for rural 
residents to overcome poverty by selling agricultural products 
without leaving their hometowns. In March 2019, Taobao 
initiated the “Village Broadcasting Plan” with the promise to 
empower Chinese farmers into a new breed of content crea-
tors and achieve wealth on their personal abilities.

While the rural live-streaming program is designed to re-
duce poverty in rural China, it paradoxically has the potential 
to deepen existing socio-economic disparities across rural 
areas nationwide. A “Taobao village” is an “administrative 
village with annual sales of 10 million RMB on Taobao Live, 
and the number of active online stores reaches ( … ) 10% of 
local households” (AliResearch, 2021). Not surprisingly, 
Taobao villages are predominantly clustered in developed 
zones like the national capital, the Yangtze River Delta, and 
the Pearl River Delta. Taobao Live tends to showcase those 
already well-developed rural regions as success stories, fur-
ther augmenting their impact and influence. In contrast, 
regions with less economic progress are often reduced to data 
points that indicate the platform’s poverty alleviation efforts.

This region-prejudiced structure is also evident in commu-
nication studies, which concentrate on traditional business 
strongholds in east coastal China, particularly in Zhejiang 
and Shandong (e.g., Lai, 2023; Zhang, 2023). Live commerce 
in Southwest China, where agriculture is the bedrock of the 
local economy, receives little attention from Taobao, invest-
ors, or scholars due to its relatively smaller market size. A 
case in point is CN County in southwest Yunnan Province, 
known as one of China’s major commercial production bases 
for vegetables and fruits.

In the CN County, rural live streaming is a self-sustaining 
career due to the absence of institutional support and the lim-
itation of natural resources. Distinct from mechanized and 
assembly line production prevalent in “Taobao villages,” 
CN’s economy depends on agriculture with seasonal produc-
tion patterns. Despite local authorities’ assertions of allocat-
ing 2 million RMB annually from the state funds since 2016 
and having launched a project with Alibaba Group to facili-
tate local e-commerce, streamers interviewed have criticized 
these projects as “empty shells.” The so-called “Internet þ
agriculture” in fact provides a grand pretext for local authori-
ties to secure state financial support and divert the funds for 
personal gain. Additionally, other third-party agencies like 
“live-streaming guilds” (Liu et al., 2023) that train ordinary 
users to become professional streamers (Wang, 2020a) are 
also absent in CN. However, this does not mean that local 
streamers lack collective wisdom. Instead, they often acquire 
livestreaming skills through platform-mediated interactions, 
such as watching peer live streams.

Despite these challenges and empty promises, CN County 
has seen a significant increase in the number of self-employed 
streamers on Taobao Live for selling local produce. As of 
April 2023, around 100 local streamers have done or were 
doing live streams in CN, up from about 30 ten months ear-
lier. Currently, CN County is said to have the highest number 
of rural streamers on Taobao Live in Southwest China.

Methods
From May 2022 to April 2023, semi-structured interviews, 
online ethnography on Taobao Live, and two rounds of off-
line fieldwork in CN County were conducted to explore how 
rural streamers perceive and respond to the algorithmic gaze. 
The data were analyzed by coding recurring phrases and 
ideas about the algorithmic gaze in field notes and interview 
transcripts.

Upon entering Taobao Live, a column titled “rural live 
streaming” or “cun-bo” in the local dialect is noticeable, 
where streamers are categorized by regions such as “Yun- 
Gui-Chuan-Dian” (three representative southwest provinces 
in China: Yunnan, Guizhou, Sichuan). This categorization 
helped us identify our research subjects—rural streamers in 
the southwestern countryside selling local agricultural prod-
ucts and plants.

From January to April 2022, the first author regularly 
watched live streams from Southwest China and interacted 
with streamers via the chat box on Taobao Live. Once the 
streamer could distinguish the author from other audiences, 
direct private messages were sent to their personal Taobao 
Live accounts to introduce our project and ask about their 
willingness to participate in our interview. Over two months, 
we sent out 21 invitations in total, and only four ended up 
talking to us. These respondents were from four representa-
tive Southwestern regions: Chongqing, Sichuan, Guizhou, 
and Yunnan. Interestingly, unlike the decentralized live- 
streaming practices in the first three regions, the interviewee 
from Yunnan reported a significant concentration of rural 
streamers in CN County. This piqued the authors’ curiosity 
to investigate further.

From May 2022 to April 2023, the first author conducted 
two rounds of participatory observations in CN County. In 
the first 22-day round, the first author visited nearby bazaars 
and farmlands and conducted face-to-face interviews with 21 
streamers. Casual conversations were also held with other 
farmers, vendors, and streamers who were not formally inter-
viewed. Additionally, connections were established with 20 
streamers on WeChat, China’s largest social network, allow-
ing us to access and analyze regularly archived social media 
content related to their non-Taobao activities.

Ten months later, the leading author returned to CN for a 
second 25-day round of fieldwork, surprisingly knowing that 
around 100 local residents had done or were doing live 
streams in CN. In this round, the author interviewed 13 neo-
phyte streamers and revisited 14 interviewees from the first 
fieldwork. This approach allowed us to be informed about 
the evolving landscape of the local e-commerce industry and 
how streamers adapted their strategies to navigate the algo-
rithmic gaze and manage visibility in increasingly competi-
tive markets.

Across both fieldwork sessions, we interviewed 34 rural 
streamers who depended on live streaming for their liveli-
hoods. These interviewees included 16 females and 18 males 
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(see Table 1), recruited through snowball sampling. One 
significant contact was MM, who had worked on a 
government-sponsored project to boost village e-commerce 
before joining the streaming team of the leading streamer in 
CN. He introduced us to other local streamers engaged in 
Taobao Live, and subsequently, we interviewed some of 
them. All interviews were conducted in Chinese and focused 
on: (a) under which conditions streamers felt and “saw” the 
algorithmic gaze; and (b) how they behaved around this 
perception of being algorithmically monitored, for what 
purposes, and with what consequences. These interviews 
lasted from 10 minutes to four hours, conducted either face to 
face or via WeChat voice calls and text interactions. Each in-
terview began with an introduction to the project, proceeding 
only with verbal consent. When the interviews are quoted, 
the interviewee will be assigned a pseudonym to re-
main anonymous.

Three visibility frictions and algorithmic gaze
Frictions have been extensively examined as interactions fea-
turing awkwardness, inequality, instability, and creativity 
among subjects with different interests and cultural back-
grounds (Tsing, 2005). Frictions can serve as starting points, 
breaks, pauses, and endpoints in the platformized engage-
ment (Lehued�e, 2022). Social platforms, often seen as spaces 
of frictions (Tironi & Albornoz, 2022), are characterized by 
human-algorithm interactions that may hinder users’ access 
and engagement but also facilitate knowledge exchange and 
reproduction (Ash et al., 2018). However, this article does 
not delve deeply into the concept of friction. Instead, we de-
fine it as the challenges and uncertainties that hinder consis-
tent visibility on Taobao Live, which require streamers to 
develop strategies to overcome.

Rural streamers often face three types of visibility frictions 
on Taobao Live: inactivation, interruption, and suspension. 

Table 1. List of interviewed rural streamers in CN county.

No. Codenames Gender  
(M: male;  
F: female)

Age The number of followers on Taobao Live 
(as of 21 September 2023)

Taobao Live ID1

1 HY F 25 13,000 12369246
2 Yun F 33 2,485 30387118
3 DJS F 32 3,425 24673204
4 QQ F 28 14,000 19290310
5 LL F 34 12,000 8031071
6 ZJ F 32 3,604
7 ZHH F 26 2,009
8 XJ F 35 9,158
9 FJ F 43 32,000
10 TJ F 50 1,294
11 DW F 28 They are a live-stream team with two 

accounts. One has 1,368 fans, and the 
other has 1,462.

10256253
12 XW F 28
13 CZ F 28
14 Juan F 34 14,000 (Her account has been suspended 

and she has stopped live streaming since 
the middle of 2022.)

15 Chao F 30 205 (Her account has been permanently 
suspended for breaking the rules.)

16 SJ F 32 She has suspended her account and forgot 
her account name, so her fan numbers 
cannot be tracked.

17 YNQY M 33 4,059
18 LC M 36 9,618
19 XL M 30 2,741
20 AZ M 30 3,243 22715055
21 DJG M 42 1,665 30742096
22 AN M 30 9,507
23 WM (DJNB’s  

husband)
M 32 77,000 1140829

24 DXD M 26 496
25 ZG M 30 1,038 24112291
26 GG M 27 4,761
27 AB M 31 1,161
28 XL M 28 13,000
29 XG M 40 They have closed their accounts on 

Taobao Live and now are working on 
other platforms.

30 HO M 32
31 JG M 32 ajing1117  

(Douyin ID)2

32 Mu M 29
33 XB M 25
34 CC M 33 2,658 (His account has been permanently 

suspended for selling protected plants)

1 As requested by some interviewees to enhance their visibility, we have received their approval to include their Taobao Live IDs here. You can search the 
ID on Taobao Live to access their accounts.

2 This streamer has suspended his Taobao account and is now working on Douyin.
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These frictional conditions lead streamers to perceive differ-
ent dominant gazers within varied “imagined surveillance 
scenarios” (Duffy & Chan, 2019), prompting them to de-
velop folk knowledge in response. Such interactions between 
streamers and gazers provide insights into how streamers in-
terpret the algorithm-based surveillance gaze and exploit its 
regulatory flaws to ensure job continuity.

Sensing and adapting to the surveillance gaze
Visibility inactivation conceptualizes a condition where traf-
fic appears inactive or inoperative, often experienced by 
streamers during the early stages of their livestreaming ven-
ture as a form of “qualification tests.” This condition subtly 
instills in streamers a work ethic valuing hard work.

In 2019, Taobao’s village live streaming program initiated 
with lenient registration criteria for rural streamers, yet only 
a few achieved lasting successes. Back then, novice streamers 
were subjected to a “lonely internship period” (JG, 30 May 
2022) of seven days to a month, requiring daily broadcasts 
even without an audience. Non-compliance risked permanent 
account deactivation. JG, a 36-year-old leading local 
streamer, referred to this phase as being “locked in a dark 
room alone.” 

During that period, I walked around the bazaar with my 
phone and talked to the air [with no audience]. My 
parents could not understand what I was doing; bazaar 
vendors labeled me as crazy; and bystanders regarded me 
as an oddity ( … ) however, if you could withstand the 
loneliness and get through that phase, the platform would 
recognize your efforts and allocate traffic to you. (JG, 30 
May 2022)

Visibility blockage reminds the streamers of the looming sur-
veillance gaze, evoking their skepticism regarding the authen-
ticity of being seen. Often, the live room had no audience. 
Occasionally, a few silent and unidentified viewers—termed 
“zombie visitors” by streamers—would enter. These viewers 
are perceived by streamers as proxy overseers from Taobao 
Live to spot-check attendance and performance. My respond-
ents described these less-active viewers as human embodi-
ments of the algorithmic gaze, assessing streamers’ “job 
loyalty” (XB, 15 May 2022). If the streamer passes this 
“loyalty test” under the moderator’s surveillance, s/he is 
likely to be rewarded with algorithmic visibility.

In 2020, as rural live commerce reached its climax in 
China, Taobao Live turned to “friendly surveillance” 
(Tironi & Albornoz, 2022) to keep streamers engaged 
through incentives and promotions to identify promising 
talents for live commerce. Under the name of “supporting 
newcomer” (fu-chi-xin-ren), Taobao Live pre-allocated some 
traffic to beginner streamers. To them, their capacity to gar-
ner and monetize data traffic was the pivotal metrics for 
“internship assessment.” Some experienced streamers acutely 
recognized this approach not as a welcoming gift but as a lit-
mus test to identify streamers with high sales potential. 
Streamers showing the capabilities to convert pre-allocated 
algorithmic visibility into audience visibility—characterized 
by audience access, participation, interaction, and consump-
tion in live streams—will be rewarded with increased algo-
rithmic visibility. One respondent noted, “If you can ‘catch’ 
(jie-zhu) the traffic, the platform labels you as a promising 
streamer and rewards you with a surge of traffic in following 

days.” Failure to do so resulted in being algorithmically ig-
nored “for commercial consideration” (DJG, 24 May 2022). 
The word “catch” here refers to streamers’ capability to 
promptly react to pushed traffic from the platform, yielding 
increased followers and sales.

To “catch” traffic hinges on an undisputed principle: “la- 
shi-chang” (i.e., extending live-streaming duration as much 
as possible). The unwritten rule is that “arriving at the bazaar 
after 8:00 a.m. is late for work” (XW, 17 March 2023). The 
local sales champion DJNB, a mother of two elementary 
school children, exemplifies this ethos by consistently stream-
ing for over 10 hours daily. Her success has solidified the be-
lief among local peers that algorithmic visibility positively 
correlates with working hours. Additionally, some respond-
ents indicated that suspending broadcasts for consecutive 
days would prompt Taobao Live to algo-torially tag that 
streamer as “lazy,” subsequently limiting his/her traffic in the 
following days or weeks. “Even during illness, streaming at 
least three hours a day is non-negotiable” remarked WM, the 
husband of streamer DJNB (19 March 2023).

Meanwhile, audience concerns play a role in sustaining the 
heavy workload of streamers. During a huge COVID-19 case 
surge in mainland China from November 2022 to February 
2023, infected local streamers continued broadcasting with-
out breaks. “None of us took a break,” WM (19 March 
2023) noted and explained: 

We had no choice. A single day without broadcasting 
could permanently shift the audience to other live streams. 
Furthermore, if viewers knew about our infection, they 
might avoid purchasing products over unfounded fears of 
virus transmission. (WM, 19 March 2023)

Regarding worker discipline, a symbiotic relationship unfolds 
between algorithmic recommender systems and audiences. 
Insights from our respondents suggest that the distribution of 
algorithmic visibility largely depends on how well a streamer 
meets audience needs. In other words, increased audience 
access and engagement—termed “audience visibility”— 
directly enhances algorithmic visibility for a stream. Within 
this dynamic, the audience acts as “voluntary” editorial 
assistants, contributing to algorithmic curation through their 
active participation and engagement with the content.

Having experienced visibility inactivation, streamers 
conceive the algorithmic gaze as a form of “living labor” 
(Marx, 1887), imbuing “dead” visibility with disciplinary 
significance. This process seems to be driven by platform cap-
italists who algorithmically enforce time-consuming tasks to 
maintain streamers’ alignment with an effort-based work 
ethic. The gaze activates a form of biopower (Foucault, 
1977), intertwined with the unstable allocation of visibility to 
produce diligent and docile workers. Despite having dispos-
able time, streamers opt to use it to increase work intensities, 
ultimately amplifying the exploitative impact of the 
digital platform.

Tactics for resistance to the “unfriendly” 
algorithmic gaze
If we argue that visibility inactivation imbues streamers with 
a strong work ethic, then visibility disruptions, embodied as 
visibility interruption and suspension, serve as catalysts 
prompting streamers to resist the “unfriendly” surveillance 
gaze that induces uncertainty, intervention, and halt at work.
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Visibility interruption refers to a significant visibility re-
duction due to the abrupt and temporary cessation of a live 
stream, often caused by various techno-cultural factors such 
as algorithmic warnings, technical issues, or content viola-
tions. For example, interruption-based warnings triggered by 
audio-visual speech recognition technology can link pre- 
coded narratives to pop-up warnings. All respondents 
claimed to have triggered warnings for mentioning or photo-
graphing sensitive elements, often outside their control. For 
instance, the platform might issue an immediate on-screen 
warning for detecting profanity or smoking nearby, despite 
such incidents being common in rural markets. Similarly, 
video-recording a QR code, phone number, or police and mil-
itary uniforms could also trigger a warning, although it is 
typical for local farmers to wear camouflage and display QR 
codes for payment at bazaars.

Despite these interruptions, streamers tend to dismiss these 
warnings without much hesitation to continue their streams. 
As one streamer remarked, “Being warned really just means 
the platform is keeping an eye on you, rather than directly 
punishing you” (XW, 12 March 2023). In essence, pop-up 
warnings signal the platform’s vigilance rather than immedi-
ate punishment, although repeated warnings can reduce traf-
fic and even lead to suspensions. The gaze here accounts for 
fault occurrences and adjusts interfaces accordingly. If infrac-
tions remain within acceptable limits—presumably no more 
than three every two weeks—warnings are essentially just 
recorded. As machine-readable semantics evolve, the underly-
ing gaze often contains exploitable loopholes, allowing 
streamers to use system failures and gaps to evade 
‘unfriendly’ platform surveillance and avoid punitive 
suspensions.

Visibility suspension occurs when a live stream is halted 
for platform rule violations or after repeated warnings, often 
as a punitive measure. Severe breaches can lead to permanent 
stream lockdowns or administrative penalties. To mitigate 
prolonged suspension risks, streamers often build cross- 
platform fan bases and/or maintain backup accounts. If their 
primary account is suspended, they may activate a 
“doppelganger” account with a similar name to ensure job 
continuity. For instance, after the account Erge Mai Lanhua 
was blocked for selling protected orchids, the streamer imme-
diately launched Erge Mai Lanhua No.2 and notified previ-
ous buyers via WeChat. Additionally, many streamers have 
at least two mobile phones to deliver multiple live streams si-
multaneously, a practice known as “yang-hao” (nurturing an 
account) to boost work efficiency, increase visibility, and 
hedge against the risk of suspensions.

Another oft-mentioned tactic against ‘unfriendly’ surveil-
lance involves exploiting platform affordances. A case in 
point is the use of product links for selling processed foods. 
On Taobao Live, streamers must possess a Food Production 
License and pay additional deposits to sell such items. To by-
pass these requirements, streamers resort to temporary links 
labeled as “yi/wu/shi-yuan lian-jie” (one/five/ten-RMB mer-
chandise), designed for handling price fluctuations and addi-
tional costs such as shipping fees. This method allows them 
to covertly sell processed foods under the guise of adjusting 
for price differences, without the necessary license and depos-
its. Streamers consider these regulatory failures as “supports 
in disguise from the platform,” (Mu, 27 March 2022) 
which they believe benefit their career development. As such, 
the more “expectancy violations” (Hargittai et al., 2020; 

Swart, 2021) and/or the higher “algorithmic insensitivity” 
(Taylor & Choi, 2022), the more sensible the algorithmic 
gaze becomes to live streamers.

It is worth noting that in rural live streaming, while visibil-
ity is crucial, more is not always better. As LC pointed out, 
“If I sell 10,000 RMB today, 1,000 tomorrow, and only 500 
the day after tomorrow, my streamer level [on Taobao Live] 
will definitely be downgraded.” Such a decline in sales is al-
gorithmically marked as an “abnormal glitch” (LC, 1 June 
2022), leading to a significant drop in algorithmic visibility. 
Despite a preference for audience visibility over algorithmic/ 
moderator visibility for greater autonomy in “playing the vis-
ibility game” (Cotter, 2019), excessive audience visibility is 
not always desirable. Streamers may face demotion and pres-
sure due to insufficient product availability to meet consumer 
demand and the challenges of maintaining high transaction 
levels daily. Consequently, experienced streamers often shift 
bulk transactions to off-platform channels, despite knowing 
that online transaction volumes positively correlate with the 
likelihood of being algorithmically recommended.

Conclusion: No gaze, no gain
This manuscript, one of the first to explore live streaming in 
rural China, examines the negotiation between rural stream-
ers and the surveillance system through the lens of the algo-
rithmic gaze. While numerous studies have identified the 
algorithm as a subtle and effective surveillance technique on 
digital platforms, little is known about how users “see” and 
behave around the algorithmic gaze. This gaze, a structured 
algorithmic way of seeing, assessing, and managing user ac-
tivities, is crucial for rural live streamers’ sales as it governs 
task allocation, performance evaluation, and visibility distri-
bution in their platform-mediated work.

As a form of “persuasive technology” (Chan et al., 2010), 
the algorithmic gaze normalizes and manages user beliefs and 
behaviors in accordance with platform regulations and state 
discourses. In live-streaming commerce, its power is evident 
in three types of visibility frictions—challenges and uncer-
tainties that tech-illiterate rural streamers face in securing vis-
ibility within algorithmic surveillance systems—visibility 
inactivation, interruption, and suspension. Embedded in dif-
ferent friction conditions, streamers experience different sur-
veillance scenarios dominated by different gazers and thereby 
develop diverse responsive tactics.

First, visibility inactivation, often occurring at the outset of 
a live stream business, instills a work ethic in newcomers 
within the Chinese context, valuing diligence as a sign of pro-
fessionalism and obligation. During their “internship assess-
ment period,” live streamers perceive two types of gazes: the 
human moderator gaze and the audience gaze. In the early 
days of Taobao Live’s village broadcasting project, new-
comers faced a strict ‘probation’ where they had to stream 
for at least three hours daily, regardless of audience presence. 
At this stage, streamers viewed human moderators as behind- 
the-scenes overseers, or the “shadow employers” (Gandini, 
2021), gauging their resilience and commitment. Only if the 
streamer got approval from the moderator would s/he be 
rewarded with further algorithmic visibility. By 2020, 
Taobao Live implemented “friendly surveillance,” allocating 
visibility to new streamers to gauge their ability to transform 
algorithmic visibility into audience visibility, characterized 
by audience participation and consumption in streams. 
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Consequently, success in growing their audience and sales fig-
ures results in greater algorithmic exposure. Throughout 
Taobao Live’s development, streamers have experienced the 
power of both human and audience gazes in their visibility 
acquisition and sustainability within the algorithmic system. 
The streamers’ understanding of the algorithmic gaze thus be-
came a multifaceted surveillance assemblage incorporating 
human moderation, visibility algorithms, and audience en-
gagement (see Table 2).

Second, visibility interruption, a sudden disruption that 
reduces visibility due to algorithmic warnings or content viola-
tions, is often met with indifference by streamers, who see these 
warnings as just pre-coded notifications before permanent sus-
pension. Respondents believed that staying within an accept-
able range of warnings would prevent harsher penalties.

Third, visibility suspension, typically a punitive response to 
law violations or repeated warnings, prompts streamers to 
exploit regulatory gaps to secure job continuity. While the al-
gorithmic gaze is seen as a flawed smart system governed by 
algorithmic data coding, streamers perceive these loopholes 
as designed “support from the platform” (Mu, 27 March 
2022). As instances of “expectancy violations” and/or 
“algorithmic insensitivity” grow, they paradoxically rein-
force streamers’ awareness of and affective engagement with 
the surveillance gaze.

Visibility strains in human-algorithm interactions render 
the algorithmic gaze apparent to streamers and subtly extract 
surplus value from their efforts. For participants, this gaze is 
flawed but vital for achieving algorithmically distributed visi-
bility. Diligence and tactical resistance are essential for ac-
quiring and increasing visibility. The fervent pursuit of 
“getting viral” has fueled the growth of “unpaid internships, 
freelance work, and user-generated content” (Duffy, 2016, 
p. 454). However, in agricultural live streams, visibility can 
be a gift only if it is daily stable and continuously backed by 
the supply of the goods. Otherwise comes the “threat of vis-
ibility.” Rural streamers, acting as micro-entrepreneurs, often 
view monetizable visibility as a marker of personal success. 
Disparities in visibility distribution are seen as resulting from 
local competition, individual indolence, or lack of skills, 
rather than from structural inequalities and the platform’s 
“tiered governance” (Caplan & Gillespie, 2020). This 

perspective rationalizes and reinforces neoliberal governance 
regimes to transfer risks from central administrative bodies 
onto individuals (Duffy, 2016), diverting public attention 
away from deeply ingrained social inequalities to individual 
responsibility and effort.

Theoretically, our study introduces an analytical frame-
work that delineates three prominent visibility-based fric-
tional conditions within the domain of live streaming, 
enhancing our understanding of rural streamers’ “folk theo-
ries” (Ytre-Arne & Moe, 2021) to interpret and respond to 
the algorithmic gaze. Looking ahead, future research endeav-
ors might delve into additional consequential frictional con-
ditions in various platform-based work settings. Viewing 
algorithmic visibility as a strategic mechanism aimed at miti-
gating frictions, we elucidate its intricate nature as a multifac-
eted assemblage of automated systems, human moderators, 
and audience participation. Furthermore, by treating the ru-
ral area as an academic cell and focusing on full-time rural 
live streamers—whose earnings are tied to their “algorithm 
skills” (Hargittai et al., 2020) despite limited algorithmic 
knowledge—this study contributes to a comprehensive un-
derstanding of power dynamics and user agency in human– 
algorithm interactions.
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Notes
1. This famous quote is commonly used in China to suggest that success 

often results from persistent effort, trial and error, and resilience.

Table 2. Three types of gazers in the algorithm-based surveillance system

(Perceived) Gazers Visibility frictions Forms of surveillance Imaginary gazers Streamer’s responsive tactics

Human  
moderator

Inactivation (Invisible 
algorithmically)

- Loyalty test (“lonely  
internship period”  
before 2020) 

- Digital panopticon and 
self-discipline 

The gazer is a “zombie  
visitor” testing the 
streamer’s “job loyalty” 
and resilience.

Work longer: Stream during the 
“lonely internship period” for 
at least three hours daily.

Audience Inactivation (Some  
pre-allocated amount 
of algorithmic  
visibility)

- Supporting newcomer project 
(after 2020) 

- Assessing the commerce and 
entertainment value of 
the stream 

The gazer is the online 
viewers in pursuit of fun 
and a sense of freshness.

Move farther, for example, to 
some remote mountains to 
give the audience a sense 
of freshness.

Algorithm Interruptions (Reduced 
algorithmic visibility)

- Pop-up warnings 
- Panopticon effect 

The gazer is a trained  
machine with pre-coded 
rules that define  
violations.

Keep the level of warning  
within a tolerable range  
to the algorithmic scheme.

Suspension (Block  
algorithmic visibility)

- Permanent live-stream bans 
or even legal penalties 

- Platform rules and policies 
- Punitive measure 

The gazer is a punish-
ment enforcer.

Affordance uses: “one/five/ 
ten-RMB link,” cross-platform 
fan bases, and backup  
accounts
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2. Please refer to: https://www.statista.com/statistics/259451/annual-per- 
capita-disposable-income-of-rural-and-urban-households-in-china/

3. In 2021, the market size of rural e-commerce in China reached 3.7 tril-
lion RMB, with an annual growth rate of 18% (Jiang, 2022).

4. The name of the county is not spelled out to protect the privacy of our 
respondents.
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