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Recommendation Algorithms Pull Users Away from News
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ABSTRACT
Recommendation algorithms that customize information feeds for 
individuals have raised concerns about exacerbating inequalities in 
news exposure among citizens. In response to these concerns, we 
conducted an audit study on YouTube to analyze the algorithmic 
impact on curating news versus other content topics. We examined 
over 1.7 million YouTube video recommendations audited in 2019 and 
developed novel analysis approaches including network analysis and 
Markov chains. Results show that recommendation algorithms may 
potentially redirect users away from news content through two influ-
ence pathways: (1) the “topical filter bubbles,” wherein entertainment 
content has a higher probability of being recommended over news 
content in a self-reinforcing manner; and (2) “algorithmic redirection,” 
wherein the probability of entertainment videos being recommended 
after a news video is much higher than that for the opposite. Overall, 
YouTube recommendation algorithms have a higher probability of 
recommending entertainment videos than news. The findings imply 
essential biases in algorithmic recommendations on digital platforms 
beyond amplifying users’ preferences.
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Consumption of political news is largely divided among citizens (Delli Carpini & Keeter, 
1996; Ksiazek et al., 2010). In particular, the high-choice media environment allows those 
highly interested in politics to get more news while at the same time offering opportunities 
for those less interested to opt out of such content, which exacerbates inequalities in 
political knowledge (Prior, 2007). The lack of requisite information potentially excludes 
audiences less interested in politics from engaging in public life or advocating for their 
interest in the democratic process (Kenski & Stroud, 2006).

In recent years, algorithm-driven media platforms, such as social network sites and 
search engines, have provided a significant share of the public’s news exposure (e.g., 
Newman et al., 2022; Stocking et al., 2020), urging scholars to examine how this change 
will influence people’s news consumption. Given that recommendation algorithms are 
supposed to provide individually customized media consumption (e.g., Davidson et al., 
2010; Lazer, 2015; Liu et al., 2010), many are worried about whether such personalized 
curation prompts users to consume more content they prefer – for instance, more news to 
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the politically interested but more entertainment to the politically uninterested – thus 
further widening existing gaps in political learning and participation among the public (e. 
g., Bennett & Iyengar, 2008; Van Aelst et al., 2017).

As one of the most influential social media platforms, YouTube has become a major news 
source for more than a quarter of Americans (Stocking et al., 2020). Also, its well-developed 
recommender system makes analyzing YouTube an initial step toward understanding the 
impact of algorithms on users’ news exposure. Recent studies have examined radical 
content and misinformation recommendations on YouTube (e.g., Haroon et al., 2023; 
Hosseinmardi et al., 2021; Hussein et al., 2020), yet how YouTube’s algorithms may affect 
users’ exposure to news1 compared to other topics has not been extensively examined. Thus, 
we designed this study to address this research gap. In light of the theoretical framework of 
sequential information flows (Pearson & Kosicki, 2017; Thorson & Wells, 2016; Vermeer & 
Trilling, 2020; Wu et al., 2021), we examined two influence pathways of algorithmic 
recommendation: topical filter bubbles, in which users are repeatedly directed to content 
that aligns with their interests,2 and algorithmic redirection, by which users encounter a 
different type of content after consuming content of a given type.

We leveraged an auditing approach to examine YouTube’s recommendations, as algorithm 
audits can provide a systematic appraisal of platform-level influences by controlling users’ 
inputs (Metaxa et al., 2021). We employed a large-scale dataset that recorded both the meta- 
information and the user-independent recommendation of videos (~1.7 million pairs of seed 
videos and “Up Next” videos). The “Up Next” video is the first-ranked video recommended 
after a video is viewed and the most likely to be watched by YouTube users (see Hussein et al., 
2020). The advantage of using this dataset is reducing the noise of historical viewing records 
and real users’ profiles (see Davidson et al., 2010) as much as possible so that the results can 
optimally reflect the algorithmic effects of YouTube’s recommendation system. We developed 
a mathematical model to calculate the transition probability matrix of video recommenda-
tions and combined it with network analysis to illustrate how the algorithms unevenly 
weighed different video categories to be recommended. Then, benefiting from the sequential 
pattern of video viewing, we employed a novel approach, Markov chains, to estimate how the 
likelihood of a video being watched based on recommendations varies across categories.

We find that topical filter bubbles partially exist on YouTube, as several video categories 
have a high tendency to be self-recommended as “Up Next.” That is, users are likely to 
continue viewing content of the same category suggested by the algorithms. We also find 
asymmetry in “Up Next” recommendations. For instance, the algorithm is likelier to 
recommend an entertainment video after a user watches a news video than to recommend 
a news video after a user watches an entertainment video. Moreover, the Markov chains 
predict that entertainment generally wins over news. On average, the probability of enter-
tainment videos to be recommended is three times higher than the probability of news 
videos to be recommended, indicating that no matter what users start with on YouTube, 
they are more likely to end up watching entertainment than news videos. This study 
enriches the extant research both theoretically and methodologically. By bringing in the 
perspective of news versus entertainment exposure and introducing novel computational 
approaches, this research explores the topic-level bias of YouTube recommendation algo-
rithms and expands the conceptual framework of news exposure in the digital age. The 
paper concludes with a discussion of the implications for democracy and the general-
izability of our conclusions to the recommendation algorithms of other digital platforms.
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Media Exposure As Sequential Flows: Two Influence Pathways of Algorithmic 
Curation

Media exposure can be examined in the framework of “curated flows,” and algorithms are 
one of the major curators of concern (Thorson & Wells, 2016). The notion of “information 
flow” employed in this framework implies a sequential pattern of media exposure, which is 
also discussed by many scholars as “attention flow” (Wu et al., 2021), “news journey” 
(Vermeer & Trilling, 2020), and “way-finding” (Pearson & Kosicki, 2017). In other words, a 
user’s online media exposure can be considered as their encounters with media content in 
sequential information flows.

The different media content that individuals encounter in sequence inspires a topic-level 
analytic perspective to understand the algorithmic effect. Particularly, the transition 
between pieces of media content reflects how a user’s information flow is constantly 
directed from one type of content to another. When there is a transition in an information 
flow, the two media items are either of the same topic or not. This points to two influence 
pathways of algorithmic curation: topical filter bubbles, when the media items before and 
after a transition are of the same topic, and algorithmic redirection, when the media items 
before and after a transition are of different topics. We visualize this analytic framework in 
Figure 1 and explain the two pathways in the following sections.

Pathway One: Topical Filter Bubbles

Providing audiences with their preferred content is at the root of the design of recommen-
dation algorithms, as platforms’ advertisement revenue depends heavily on user data 

Figure 1. Algorithm-curated sequence of media exposure.  
Note. We simplify the media content that people consume to a dichotomy of news and entertainment to 
illustrate the sequential process: If the user’s before and after consumption is always the same content, 
he/she might encounter the topical filter bubble; if the user starts from one but ends up with the other, 
he/she might face algorithmic redirection. The arrow width reflects the relative likelihood that each 
transition will occur.
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metrics, such as views, clicks, likes, and comments (Munger & Phillips, 2022). As such, 
platforms have good reason to recommend more of what users like to consume rather than 
what they should consume – the balanced and high-quality news information that keeps 
people informed of public affairs (Delli Carpini & Keeter, 1996).

This personalization effect of algorithms is theorized as “filter bubbles” (Pariser, 2011). 
Previous studies have examined whether algorithms facilitate ideological homophily in 
news consumption at the outlet level (e.g., Cardenal et al., 2019; Cinelli et al., 2021; 
Flaxman et al., 2016) but have found mixed evidence. Recently, researchers have turned 
to the content level and have found that recommendation algorithms selectively amplify 
right-wing and extreme political content (Hosseinmardi et al., 2020, 2021; Huszár et al., 
2022; Whittaker et al., 2021) and formulate radical news bubbles for far-right YouTube 
consumers (Haroon et al., 2023; Hosseinmardi et al., 2020). Research also indicates mis-
information bubbles on YouTube (e.g., Faddoul et al., 2020; Hussein et al., 2020). In short, 
concerns about filter bubbles remain a serious concern with regard to algorithm-driven 
media platforms, and particularly YouTube.

As noted by Pariser (2015), algorithmic personalization increases exposure not only to 
attitudinally congruent messages but also to topics of personal interest, such as sports and 
entertainment. The presence of the latter form of personalization, namely “topical filter 
bubbles,” is indicated by some studies. For instance, Google News tended to suggest more 
sports news to a puppet account that was pre-trained with more sports content (Haim et al., 
2018), and Facebook curated more news for users who were algorithmically inferred to have 
higher political interest (Thorson et al., 2021). Although the outputs of the recommendation 
algorithms in these studies were far from perfect personalization, the results reinforce 
concerns about the Matthew effect and related inequalities in news exposure on digital 
platforms (Kümpel, 2019, 2020). Meanwhile, as many people’s behaviors on digital media 
platforms are not primarily driven by news-seeking purposes (Hanson & Haridakis, 2008; 
see also Hosseinmardi et al., 2020), these people are very likely to get immersed in 
entertainment content recommended by algorithms and potentially reduce their news 
consumption.

Moreover, topical filter bubbles are implied in the technical design of recommendation 
algorithms. The fact that watch history has a stronger effect than user demographics or 
geolocation information on YouTube’s future recommendations of misinformation videos 
(Hussein et al., 2020) underscores the relative importance of the content of watched videos 
among the many factors that determine recommendation outputs (see also Johannesson & 
Knudsen, 2021; Knudsen, 2022). Topical categories, as one of a video’s content-related 
attributes, are thus indicated to be essential predictors of recommendation outputs in this 
process. Hence, through the perspective of topical filter bubbles, we first investigate whether 
recommendation algorithms place greater weight on content of the same topic.

The current research is inspired by an exploratory study of the topological features of 
YouTube recommendations (Roth et al., 2020). Although Roth et al. (2020), p. did not 
comprehensively examine topical relevance in recommendations or provide theoretical 
explanations of such algorithmic effects, they offered an open-source dataset of recommen-
dation records for further research. This study extends their analysis of YouTube’s recom-
mendations to explore topical filter bubbles. Given the lack of direct evidence substantiating 
topic-level filter bubbles, we ask the first research question as follows:
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RQ1. How do YouTube algorithms recommend a video of the same topic after a video of 
this topic is finished?

Pathway Two: Algorithmic Redirection

Algorithmic curation can redirect users to a type of content that is different from the one 
they just consumed, which indicates another possibility. Although some researchers con-
tend that algorithmic curation can increase incidental news exposure for audiences who do 
not actively seek out news online (e.g., Fletcher & Nielsen, 2018b; Scharkow et al., 2020), 
these people’s news consumption may not necessarily increase, especially considering the 
relative entertainment use (Kim et al., 2013). As entertainment is more popular than news, 
when algorithms recommend a different category of content, the probability of switching to 
entertainment content might be larger than that of switching to news. We name this 
influence pathway “algorithmic redirection.”

If the likelihood of news content being recommended is lower than that of other content 
topics, even if people are being offered different kinds of media products by algorithms, the 
overall news exposure is likely to be limited. Thus, even though digital users encounter 
incidental news curated by algorithms, they may also get more entertainment content than 
previously, which detracts from the time spent consuming news. Given that people’s 
attention is limited, the distraction posed by online entertainment content might under-
mine the overall amount of news consumption from all sources, including TV, newspapers, 
and news websites. In addition, recommendation algorithms directly reduce news con-
sumption on the algorithmic platform by distracting users who originally started viewing 
news to entertainment content. Thus, whether users’ news exposure is increased by algo-
rithmic curation remains questionable.

To further demonstrate the process, we provide an example of media exposure on 
YouTube. After a user finishes watching a news video, the algorithms might recommend 
something different from news, such as entertainment content. Likewise, after another user 
finishes watching an entertainment video, YouTube might next suggest a news video. 
Although both situations seem possible, our daily use of YouTube suggests that the former 
happens often while the latter rarely does. This is due to the tiny fraction of news content in 
the information to which people are exposed, which indicates low political interests among 
many individual (see Allen et al., 2020; Wojcieszak et al., 2024). Therefore, the algorithmic 
recommendations on YouTube are likely to decrease one’s likelihood of encountering news 
and divert news audiences to entertainment content. In this case, the uneven algorithmic 
curation across categories may also, to some extent, prevent some digital users from 
accessing political information or maintaining a healthy media diet. Hence, we ask the 
following research question:

RQ2. How do YouTube algorithms recommend videos across topical categories, espe-
cially between news and entertainment?

Overall, both topical filter bubbles and algorithmic redirection may play roles in shaping 
news exposure on YouTube. However, the interaction and potential influence these two 
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pathways may have on each other is still unknown. Given the lack of prior work, we thus 
propose the following research question concerning the average effect of the recommenda-
tion algorithm:

RQ3. On average, how do recommendation algorithms influence news versus non-news 
exposure on YouTube?

Methods

To understand the role that YouTube recommendation algorithms play in news consump-
tion without involving users’ historical activities, we conducted an audit study with a large- 
scale dataset collected from an anonymous querying process. (For more details on data 
collection and processing, see Section A in supplementary materials.)

YouTube and Recommendation Algorithms

We focus on YouTube recommendation algorithms for several reasons. First, YouTube is 
an important news source for many Americans – about 26% of Americans get their news 
from YouTube and about 70% of YouTube news users regard YouTube as an important 
news source (Stocking et al., 2020), which makes the potential bias in YouTube’s recom-
mendation algorithms a serious problem. Second, YouTube is the most popular video 
website worldwide, with about 13.34 billion total visits as of November 2021.3 Such high 
traffic indicates that people spend considerable time on YouTube; thus, analyzing YouTube 
is essential for offering suggestions to the public regarding media use. Third, YouTube has 
well-developed recommendation algorithms that aim to satisfy people by serving them 
videos they want to watch.4 These facts make YouTube an exemplary platform to be 
analyzed.

Data

The dataset used for this study was initially collected by Roth et al. (2020), who audited the 
recommendation process on YouTube by repeatedly crawling the suggested videos from the 
same seed video. The researchers first collected a set of distinct and highly watched 
YouTube videos as seeds and then visited each seed video about 20 times in an incognito 
approach to generate the recommendation results (For more details on data crawling, see 
Roth et al., 2020).

We used the same dataset that Roth et al. (2020) collected for reasons of reliability and 
feasibility. First, in this dataset, the recommended YouTube videos were crawled using a 
user-independent process. As algorithms utilize both users’ digital traces and video infor-
mation to generate recommendations (Davidson et al., 2010), a user’s preferences and 
personal watch history may influence the outputs of algorithmic recommendations. By 
eliminating the effect of real users’ data, the results better isolate the algorithmic effect and 
more accurately reflect the inherent technological bias of the platform. Second, the large- 
scale, open-access raw recommendation data they provided were collected with HTTPS 
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queries from over one hundred IP addresses. The seed videos were also collected from 
various sources and not only represent the most popular YouTube videos but also cover a 
wide range of topics (see Figure S1 in supplementary materials). Since researchers can 
hardly access the complete pool of YouTube videos, this sample can best help us understand 
the info-ecosystem of YouTube.

For the purposes of this study, we extracted the “Up Next” recommendation dyads from 
the raw data collected by Roth et al. (2020), which contain 1,738,065 pairs of recommenda-
tion records.5 The “Up Next” recommendation dyad refers to the algorithm-driven sugges-
tion of an “Up Next” video from a seed video; the “Up Next” video is the first-ranked 
recommendation by YouTube algorithms. We focused on the “Up Next” video among the 
various recommendations for several reasons. First, focusing on the transition from the seed 
to the “Up Next” video rules out other factors that may impact the recommendation results 
(see Johannesson & Knudsen, 2021). Second, the “Up Next” video is one of the two main 
panels for users to encounter recommended results of YouTube algorithms (see Hussein et 
al., 2020), and the “Up Next” video usually auto-plays after a video finishes unless the user 
manually turns off this setting. For these reasons, YouTube audiences have a higher chance 
of viewing “Up Next” videos than other recommended videos.

We employed the YouTube video category as the proxy for the topic of each video. 
YouTube offers 15 video category labels, such as “news,” “entertainment,” and “how to & 
lifestyle.” The category label attached to each video is primarily provided by video uploaders 
and is accessible to researchers in the HTML files of the video webpage. We show examples 
of different categories (Table S1) and how we conducted validation (Section D) in supple-
mentary materials.

Analysis 1: Transition Probability Matrix

To estimate the average likelihood that a video of a given category will be recommended by 
YouTube algorithms to any user, we first developed a mathematical model to calculate the 
transition probability matrix from the seed video category to the “Up Next” video category. 
The transition probability is defined as the average probability of a video of a specific 
category to be recommended by YouTube algorithms after a video of a specific category is 
played in an incognito mode. For instance, when the seed video category is “politics and 
news,” the transition probability from “politics and news” to “entertainment” is the per-
centage of recommended entertainment videos out of all videos of all categories recom-
mended. The calculation of the transition probability matrix is shown below. 

where S represents the set of video categories provided by YouTube (excluding “not 
available”), N represents the sum of videos that obey specific conditions in this sample 
dataset, i represents the category of the seed video, j represents the category of the “Up 
Next” video, and Pij represents the transition probability of category j to be recommended 
when category i is the seed. Thus, the transition probability matrix reflects the first-level 
likelihood distribution of recommendations between video categories.
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Analysis 2: Network Analysis

Based on the results of the transition probability matrix, we implemented a network analysis 
to further illustrate the asymmetric transition in recommendation dyads across video 
categories. Nodes in the transition network represent video categories, and edges represent 
the directional recommendation relationship between categories. The width of edges 
reflects the absolute numeric difference of transition probability in each recommendation 
dyad; the arrows of ties show the dominant transition direction in each pair of distinct 
categories.

For example, the numeric value of the edge width between “news” and “entertainment” is 
calculated by Pnews to entertainment minus P entertainment to news, and the arrow direction aligns 
with Pnews to entertainment, which indicates that the transition from “news” to “entertainment” 
is more likely than the opposite in YouTube algorithmic recommendations.

We also analyzed the in-degree centrality of each node and discussed its implications. 
The in-degree centrality in this network demonstrates the connectivity of one category to 
other categories in recommendation dyads. If one category has a low in-degree centrality 
with mostly outgoing transition arrows, this category is less prioritized by YouTube algo-
rithms and its audiences are more likely to be pulled away from this type of content.

Analysis 3: Markov Chains

The sequential pattern of recommendation relationships inspired us to use Markov chains 
to predict the average probability that a video category will be recommended. A Markov 
chain is a mathematical process used to predict future states given a transition probability 
matrix of a series of certain states and a sufficient number of transitions (Norris, 1998). 
Markov chains are widely applied in many domains, such as stock market prediction 
(Hamilton & Lin, 1996) and Google’s PageRank method (Gleich, 2015).

Recently, communication scholars have noticed that Markov chains fit well with the 
sequential pattern of media/news use and have applied the approach to understanding how 
news audiences navigate across websites (Vermeer & Trilling, 2020). In this study, we used 
the posterior transition probability matrix calculated from the sample video set as the prior 
recommendation matrix for YouTube video categories. We were able to calculate the steady 
probability distribution of the categories to be recommended as “Up Next” videos with 
models in the R package “markovchain.” The steady probability distribution in this study 
should be interpreted as the relative probability for any YouTube video category to be 
recommended compared to other categories. This probability does not refer to the actual 
likelihood of a category to come up in real-setting YouTube recommendations, but it 
reflects the average and comparative likelihood of a specific category to be recommended 
from any possible seed category without the user intervening in the algorithmic process. 
Therefore, the mathematical value for the steady probability distribution only represents 
how much more likely one category is to be recommended than another in general. We 
conducted this analysis to empirically determine whether YouTube recommendation algo-
rithms tend to recommend entertainment content over news. If this was the case, the 
algorithmic bias in YouTube recommendations (i.e., pulling users away from news) 
would be identified, comprising the two influence pathways we separately characterized 
in the previous two parts of the analyzes.
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Findings

Topical Filter Bubble: Self-Reinforcing Topic Recommendations

Based on the transition probability calculation (see Figure S2 in supplementary materials), 
our first analysis looked into the self-recommending probabilities for each YouTube video 
category. Figure 2 suggests that categories such as “automobile” (0.97), “sports” (0.96), 
“music” (0.88), and “game” (0.76) highly reinforce themselves; the probability of the “Up 
Next” video belonging to the same category as the seed video is higher than the probability 
of the “Up Next” video belonging to a different category. Compared to results from existing 
studies (e.g., Haim et al., 2018), we argue that these topics have a self-reinforcing tendency.6 

However, for categories such as “people and blogs” (0.21), “film” (0.20), “nonprofit” (0.12), 
and “travel” (0.05), the probability of self-reinforcement is far less than the probability of 
diffusing to another category.

Considering that these probabilities were one-time, direct calculations based on the 
sample, we bootstrapped the sample 1,000 times and estimated 95% confidence intervals 
for these probabilities (see Table S2 in supplementary materials). Thus, concerning the first 
research question, we find that YouTube recommendation algorithms have a self- 
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Figure 2. Self-recommending probability for each video category.  
Note. The bars indicate the observed self-recommending probabilities. The 95% confidence intervals 
were calculated based on 1,000 times bootstrapping procedures.
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reinforcing tendency for content on some, but not all, topics. In addition, YouTube tends to 
direct the audiences of some categories to different categories of content rather than content 
on the same topic.

Algorithmic Redirection: Asymmetric Transition Between Categories

The analyzes in this section answer the second research question. We noticed differences in 
recommendation likelihood between video category pairs. For instance, there is a higher 
probability that entertainment videos will be recommended after news seeds (P news to entertainment  
= 0.18) than that news will be recommended after entertainment (P entertainment to news = 0.03). 
The asymmetric transition between video categories in recommendation dyads is presented in 
the transition difference network (Figure 3).7

The edge width reflects the difference between the recommendation probabilities in each 
dyadic group. The bolder the edge, the greater the difference. The arrowhead direction 
exhibits the afflux of recommendation likelihood, which also indicates the hierarchical 

Figure 3. The network of transition probability differences between video categories.  
Note. Nodes: video category; node size: degree centrality; node color: self-reinforcing probability. Edges: 
recommendation relationship; Edge width: the probability difference between the two-way transition; 
Arrowheads: the direction of the dominant transition.
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structure in the category pairs. The category node to which the arrowhead points dominates 
the dyadic recommendation relationship, having a larger opportunity to be recommended 
when the other serves as the seed. Conversely, the category node from which the arrowhead 
emerges has a higher chance of being shadowed by algorithmic recommendations, and the 
audience of such a category is more likely to be distracted from continuing to view the same 
content.

As an example, in the dyadic recommendation between news and entertainment, the 
edge width is 0.15 (P news to entertainment − P entertainment to news = 0.18 − 0.03 = 0.15), which 
reflects the transition probability gap in the two-way recommendations of this pair. The 
arrow direction is from news to entertainment, which suggests that the transition from news 
to entertainment is likelier than the opposite. That is, entertainment is more likely to be 
recommended when news is the seed than news is to be recommended when entertainment 
is the seed.

Moreover, the size of the nodes visualizes the in-degree centrality of each category in the 
network (for more details about in-degree centrality values, see Table S3 in supplementary 
materials). The larger the node size, the higher in-degree centrality the corresponding 
category has in the transition network. When one node has a higher in-degree centrality, 
this node is more likely to attract audiences from other categories in recommendation 
relationships. Still using news as an example, news audiences on YouTube can easily be 
dragged to entertainment and other topics. YouTube recommendation algorithms have a 
higher chance of initiating a transition from news to entertainment than from entertain-
ment to news, unveiling the problematic asymmetric transition between news and 
entertainment.

Combining Two Pathways: Steady Probability Distribution

To answer the third research question, we estimated the steady probability of each video 
category being recommended via the Markov approach. The steady probability for a 
category to be recommended should be understood as the long-term average likelihood 
that an incognito user will encounter the category after watching a seed video of any 
category. This prediction implies an ideal state of distribution of the many video categories 
YouTube offers after sufficient transitions.

To assist in understanding the Markov chain predictions, we created the diagram shown 
in Figure 4 to demonstrate the simulated probability distributions across the transitions. If 
an incognito user starts with a news video, the likelihood of another news video being 
recommended decreases continuously as the “news-to-news” process repeats. However, the 
likelihood of an entertainment video being shown next will increase over time and even-
tually win over that of news. Compared to an alternative situation, if an incognito user starts 
with an entertainment video, though the likelihood of an entertainment video recommen-
dation will gradually fall, it will consistently remain higher than that of a news recommen-
dation. After a sufficient number of transitions, the probability distribution becomes stable; 
in other words, it reaches a steady probability distribution. While this simulation process 
does not include other algorithmic interventions, such as watch history, it amplifies the 
preference for entertainment in the YouTube recommendation system so that this hidden 
characteristic can be examined.
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Since different transition probability matrices can result in different steady predictions, 
we tried various strategies to group video categories and obtained different transition 
probability matrices (see Figures S2 to S5 in supplementary materials). We applied 
Markov chains in each case for robustness; the results are presented in Table 1. The 
probability of the news category to be recommended ranges from 0.05 to 0.11, while that 
of the entertainment category ranges from 0.16 to 0.24. The steady probability of entertain-
ment is about two to three times that of news under all conditions. This result is possibly 
attributable to the fact that many seed categories have considerable transition probabilities 
of recommending entertainment videos. Therefore, the transition probabilities from other 
categories to entertainment videos together increase an individual user’s likelihood of 
consuming entertainment on YouTube. Further interpretations and discussions specific 
to Markov chain steady probabilities can be found in the supplementary materials 
(Section C).

Briefly, our findings show that, on average, news videos generally have a relatively low 
probability of being recommended to YouTube users. Entertainment and other highly self- 

Figure 4. Recommendation probabilities starting from news and entertainment seeds.  
Note. This diagram shows the simulated probability variation across the transition states in a complete 
algorithm-driven recommendation process. To simplify the process for exhibition purposes, we suppose 
two situations for a recommendation sequence to happen: from a news video (left) and from an 
entertainment video (right). The steps indicate the transition times for a supposed recommendation 
sequence.
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reinforcing topics have a higher recommendation probability than news content, as pre-
dicted by the Markov chains, thus answering RQ3.

Discussion

By auditing YouTube’s “Up Next” videos, this study examines the characteristics of the 
recommendation algorithms that may affect users’ news exposure and consumption on the 
platform. We examined two algorithm-driven influence pathways: topical filter bubbles, 
which might trap users within topical silos of personal interest, and algorithmic redirection, 
which might divert users from political news to entertaining content. As predicted by 
Markov chains, overall, entertainment videos are more likely to be recommended than 
news.

Our findings have many theoretical implications. We first notice that both pathways 
may lead to decreased news consumption on YouTube. We find a stronger self-reinfor-
cing tendency in many entertaining topics (e.g., sports, music, and games) but a weaker 
one in news and politics, indicating that topical filter bubbles can be a more serious 
concern for audiences who primarily prefer to consume entertaining content. These 
users’ consumption of such content will be further amplified by both self-motivation 
and algorithmic recommendations. In this case, heavy viewers of entertaining content 
may reduce their exposure to news and political information. At the same time, news 
videos are less likely to be self-recommended, and entertainment videos, either broadly 
or narrowly defined, are more likely to be recommended than news. Thus, even 
audiences who primarily seek news information on YouTube can easily get directed 

Table 1. Steady Probability Distribution of YouTube Video Categories.
Raw Data Strategy 1 Strategy 2 Strategy 3 Strategy 4

News & politics 0.051 0.060 0.064 0.113 0.062
Pet 0.008 0.009
Automobile & vehicles 0.149 0.168
Entertainment 0.163 0.189 0.195 0.241 0.547
Film 0.027 0.030 0.032
Comedy 0.020 0.023 0.024
Game 0.036 0.045
Music 0.272 0.326
Nonprofits & activism 0.007 0.008 0.008 0.008
People & blogs 0.047 0.058 0.061 0.052
Science & technology 0.048 0.059 0.065 0.053
Sports 0.088
How to & style 0.054 0.076 0.065
Travel & events 0.005 0.006
Education 0.026 0.032 0.034 0.030
Others / 0.094 0.518 0.646 /

To test the robustness of the Markov chain results, we grouped the categories following different strategies and generated 
different transition probability matrices. 

Raw data: We used the original category labels offered by YouTube. 
Strategy 1: Considering the low share in the sample (less than 2%), we group “pet,” “automobile,” “sports,” and “travel” as 

“others..” 
Strategy 2: Some categories rarely recommended news videos in the sample (probability < .01). We grouped these categories 

(“pet,” “automobile,” “game,” “music,” “sports,” “how to,” and “travel”) as “others..” 
Strategy 3: We combined all categories other than “news” or “entertainment” as “others..” 
Strategy 4: Under the broad definition of “entertainment” in the field of political communication, we combined “entertain-

ment,” “film,” “comedy,” “game,” “music,” and “sports” as “entertainment.”
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from news by other light content. Through this mechanism, the news exposure of these 
users is also reduced by algorithms, though via a different pathway from that of 
entertainment viewers.

These speculative consequences indicate that the role of algorithmic recommendations 
goes beyond amplifying users’ personal preferences, as Thorson et al. (2021) addressed in 
their earlier work. Besides personalization effects, YouTube’s algorithms may have essential 
biases favoring entertainment recommendations, which may reduce people’s news exposure 
on the platform no matter the specific purpose of use. In this case, besides the interest- 
driven divide in news consumption as Prior (2007) was worried about and the Matthew 
effect on digital news exposure (Kümpel, 2020), recommendation algorithms that prioritize 
entertainment content may lead to asymmetric influence to audiences of news versus 
entertainment: people who are more interested in news and politics might be exposed to 
slightly more news than the other group, but their overall amount of news exposure might 
not increase significantly due to the algorithmic redirection; on the other hand, the less 
interested group can easily be exposed to ample entertainment content as a result of topical 
filter bubble effects, and meanwhile, their exposure to news stays at a minimal level.

We also argue that understanding technical characteristics of recommendation systems 
paves new ways to examine the effects of algorithmic curation on news exposure in the 
hybrid media environment (Chadwick, 2017). As one of the major curators of individuals’ 
information flows (Thorson & Wells, 2016), algorithmic recommendations with initial 
biases toward entertainment content may facilitate “de facto news-avoided environments” 
wherein digital users incidentally reduce their news exposure, a counter-prediction of 
incidental exposure (e.g., Fletcher & Nielsen, 2018a, 2018b), and urges further research to 
reconcile the dispute.

Furthermore, such a platform-wide bias toward entertainment is deeply rooted in the 
economic logic of media suppliers (Munger & Phillips, 2022). As digital platforms are 
operated by technology companies, the goal of recommendation algorithms is to provide 
content that audiences may like to consume, as more views and engagement from users can 
help increase revenue and attract more investment. Hence, the economic goal encourages 
algorithm designers to privilege entertaining content over news. Even though companies 
react to societal concerns – for instance, YouTube has rolled out policies to regulate 
misinformation on their platform – their top-down adjustments on algorithmic outputs 
have thus far not been very effective (e.g., Faddoul et al., 2020). This case suggests that 
algorithmic biases in recommendation systems are not easy to recognize or adjust, which 
calls for more scholarly attention to this issue.

In practice, individuals’ news exposure is co-determined by multiple curators, including 
both human decisions and algorithmic recommendations. Different from many studies that 
consider effects involving various actors, the auditing approach allows us to isolate algo-
rithmic influences from user preferences. Thus, our study serves as an essential first step in 
exploring the primary bias embedded in algorithmic systems by controlling for human 
inputs, which contributes to future research on examining how different curators interact in 
influencing information flows.

Additionally, we hope to underline the methodological novelty of employing Markov 
chains to examine the curated flows in this study. As the sequential pattern of information 
flows meets assumptions for Markov chains, we believe this perspective will motivate future 
studies to widely apply this approach in other analyzes and potentially inspire theoretical 

14 S. HUANG AND T. YANG



innovations in understanding digital news behaviors in other communication contexts (see 
also Vermeer & Trilling, 2020).

This study has some limitations. First, its ecological validity is limited. Since we analyzed 
only the data collected in an incognito mode, it remains unknown whether the algorithmic 
bias we identified will significantly impact real users’ consumption on YouTube, given that 
one’s news consumption is an interplay between algorithmic curation and the user’s 
selection. Further observational studies should also consider user behaviors. Another short-
coming is that we only provide evidence from a single-platform recommender, which is 
unlikely to be generalizable to algorithm bias in other recommendation systems. We call for 
more studies to explore other platforms, which will advance the understanding of the 
algorithmic effect in the current digital environment. Additionally, we acknowledge that 
our study primarily focused on broad content categories. The influence of algorithms on 
more detailed content clusters, such as specific issues, is also worth investigating in future 
research.

Notes

1. We are aware of current debates around the blurring boundaries between news and entertain-
ment in the hybrid media environment (e.g., Edgerly & Vraga, 2020; Williams & Delli Carpini, 
2011). In this study, “news” is defined in accordance with a more conservative perspective: the 
political information that is vital for informed citizenship and representative democracy (e.g., 
Delli Carpini & Keeter, 1996).

2. The term “topics” (“topical”) in this paper refer to broader content categories, such as news, 
entertainment, music, movie, and games.

3. See https://www.statista.com/statistics/1201880/most-visited-websites-worldwide/
4. See https://indianexpress.com/article/explained/youtube-recommendations-explained-7587523/ 

and https://blog.hootsuite.com/how-the-youtube-algorithm-works/#A_brief_history_of_the_ 
YouTube_algorithm

5. The unidentified data and analysis scripts can be accessed from the following link: https://osf. 
io/r85p9/?view_only=930b97a05ae5474fa7a5ba01419afaa3.

6. In an audit study of Google News, Haim et al. (2018) found the personalized recom-
mendation probabilities for news/politics, entertainment, and sports were 52%, 17%, 
and 33%, respectively. Compared to these results, YouTube shows higher probabilities 
of recommending the video with the same categories, which indicates stronger topical 
filter bubble effects.

7. Considering the low proportion of certain categories in the sample, which may result in a 
relatively low accuracy for the measure of transition probabilities, we group “pet,” “automo-
bile,” “sports,” and “travel” into a single group, “others”

Acknowledgments

We thank Camille Roth for pending credit for us to reuse the data and share the original 
video IDs for validation and robustness checking. The original video IDs are respectfully kept 
in high confidence. We thank Biying Wu-Ouyang and Renyi He for assisting validation 
process. We are also grateful for the feedback and support from Michael Delli Carpini, 
Yphtach Lelkes, Yilang Peng, Subhayan Mukerjee, Emily Falk, Kevin Munger, Danaë 
Metaxa, Chenyan Jia, and colleagues from the Annenberg School for Communication at the 
University of Pennsylvania.

POLITICAL COMMUNICATION 15

https://www.statista.com/statistics/1201880/most-visited-websites-worldwide/
https://indianexpress.com/article/explained/youtube-recommendations-explained-7587523/
https://blog.hootsuite.com/how-the-youtube-algorithm-works/#A_brief_history_of_the_YouTube_algorithm
https://blog.hootsuite.com/how-the-youtube-algorithm-works/#A_brief_history_of_the_YouTube_algorithm
https://osf.io/r85p9/?view_only=930b97a05ae5474fa7a5ba01419afaa3
https://osf.io/r85p9/?view_only=930b97a05ae5474fa7a5ba01419afaa3


Disclosure Statement

No potential conflict of interest was reported by the author(s).

Notes on contributors

Shengchun Huang is a Ph.D. Candidate at Annenberg School for Communication, University of 
Pennsylvania. Her research interests include digital news consumption, algorithmic effects, and users’ 
perceptions of personalized media environments.

Tian Yang is an Assistant Professor at the School of Journalism and Communication, Chinese 
University of Hong Kong. His research interest is at the intersection of digital media, political 
communication, and computational social science.

Data Availability Statement

The data that support the findings of this study are available from the corresponding author, upon 
reasonable request.

Open scholarship

This article has earned the Center for Open Science badge for Open Data. The data are openly 
accessible at https://doi.org/10.1080/10584609.2024.2343769

References

Allen, J., Howland, B., Mobius, M., Rothschild, D., & Watts, D. J. (2020). Evaluating the fake news 
problem at the scale of the information ecosystem. Science Advances, 6(14), eaay3539. https://doi. 
org/10.1126/sciadv.aay3539  

Bennett, W. L., & Iyengar, S. (2008). A new era of minimal effects? The changing foundations of 
political communication. Journal of Communication, 58(4), 707–731. https://doi.org/10.1111/j. 
1460-2466.2008.00410.x  

Cardenal, A. S., Aguilar-Paredes, C., Galais, C., & Pérez-Montoro, M. (2019). Digital technologies and 
selective exposure: How choice and filter bubbles shape news media exposure. The International 
Journal of Press/politics, 24(4), 465–486. https://doi.org/10.1177/1940161219862988  

Chadwick, A. (2017). The hybrid media system: Politics and power. Oxford University Press.
Cinelli, M., Morales, G. D. F., Galeazzi, A., Quattrociocchi, W., & Starnini, M. (2021). The echo 

chamber effect on social media. Proceedings of the National Academy of Sciences, 118(9). https:// 
doi.org/10.1073/pnas.2023301118  

Davidson, J., Liebald, B., Liu, J., Nandy, P., Van Vleet, T., Gargi, U., Gupta, S., He, Y., Lambert, M., 
Livingston, B., & Sampath, D. (2010). The YouTube video recommendation system. Proceedings of 
the Fourth ACM Conference on Recommender Systems (pp. 293–296). https://doi.org/10.1145/ 
1864708.1864770 

Delli Carpini, M. X., & Keeter, S. (1996). What Americans know about politics and why it matters. Yale 
University Press.

Edgerly, S., & Vraga, E. K. (2020). Deciding What’s news: News-ness as an audience concept for the 
hybrid media environment. Journalism & Mass Communication Quarterly, 97(2), 416–434. https:// 
doi.org/10.1177/1077699020916808  

16 S. HUANG AND T. YANG

https://doi.org/10.1080/10584609.2024.2343769
https://doi.org/10.1126/sciadv.aay3539
https://doi.org/10.1126/sciadv.aay3539
https://doi.org/10.1111/j.1460-2466.2008.00410.x
https://doi.org/10.1111/j.1460-2466.2008.00410.x
https://doi.org/10.1177/1940161219862988
https://doi.org/10.1073/pnas.2023301118
https://doi.org/10.1073/pnas.2023301118
https://doi.org/10.1145/1864708.1864770
https://doi.org/10.1145/1864708.1864770
https://doi.org/10.1177/1077699020916808
https://doi.org/10.1177/1077699020916808


Faddoul, M., Chaslot, G., & Farid, H. (2020). A longitudinal analysis of YouTube’s promotion of 
conspiracy videos. ArXiv Preprint. https://doi.org/10.48550/arXiv.2003.03318  

Flaxman, S., Goel, S., & Rao, J. M. (2016). Filter bubbles, echo chambers, and online news consump-
tion. Public Opinion Quarterly, 80(S1), 298–320. https://doi.org/10.1093/poq/nfw006  

Fletcher, R., & Nielsen, R. K. (2018a). Are people incidentally exposed to news on social media? A 
comparative analysis. New Media & Society, 20(7), 2450–2468. https://doi.org/10.1177/ 
1461444817724170  

Fletcher, R., & Nielsen, R. K. (2018b). Automated serendipity: The effect of using search engines on 
news repertoire balance and diversity. Digital Journalism, 6(8), 976–989. https://doi.org/10.1080/ 
21670811.2018.1502045  

Gleich, D. F. (2015). PageRank beyond the web. siam REVIEW, 57(3), 321–363. https://doi.org/10. 
1137/140976649  

Haim, M., Graefe, A., & Brosius, H.-B. (2018). Burst of the filter bubble? Digital Journalism, 6(3), 
330–343. https://doi.org/10.1080/21670811.2017.1338145  

Hamilton, J. D., & Lin, G. (1996). Stock market volatility and the business cycle. Journal of Applied 
Econometrics, 11(5), 573–593. https://doi.org/10.1002/(SICI)1099-1255(199609)11:5<573:AID- 
JAE413>3.0.CO;2-T  

Hanson, G. H., & Haridakis, P. (2008). YouTube users watching and sharing the news: A uses and 
gratifications approach. Journal of Electronic Publishing, 11(3). https://doi.org/10.3998/3336451. 
0011.305  

Haroon, M., Wojcieszak, M., Chhabra, A., Liu, X., Mohapatra, P., & Shafiq, Z. (2023). Auditing 
YouTube’s recommendation system for ideologically congenial, extreme, and problematic recom-
mendations. Proceedings of the National Academy of Sciences, 120(50), e2213020120. https://doi. 
org/10.1073/pnas.2213020120  

Hosseinmardi, H., Ghasemian, A., Clauset, A., Mobius, M., Rothschild, D. M., & Watts, D. J. (2021). 
Examining the consumption of radical content on YouTube. Proceedings of the National Academy 
of Sciences, 118(32). https://doi.org/10.1073/pnas.2101967118  

Hosseinmardi, H., Ghasemian, A., Clauset, A., Rothschild, D. M., Mobius, M., & Watts, D. J. (2020). 
Evaluating the scale, growth, and origins of right-wing echo chambers on YouTube. 
ArXiv:2011.12843 [Cs]. http://arxiv.org/abs/2011.12843 

Hussein, E., Juneja, P., & Mitra, T. (2020). Measuring misinformation in video search platforms: An 
audit study on YouTube. Proceedings of the ACM on Human-Computer Interaction, 4(CSCW1), 1– 
27. https://doi.org/10.1145/3392854  

Huszár, F., Ktena, S. I., O’Brien, C., Belli, L., Schlaikjer, A., & Hardt, M. (2022). Algorithmic 
amplification of politics on Twitter. Proceedings of the National Academy of Sciences, 119(1), 
e2025334119. https://doi.org/10.1073/pnas.2025334119  

Johannesson, M. P., & Knudsen, E. (2021). Disentangling the influence of recommender attributes 
and news-story attributes: A conjoint experiment on exposure and sharing decisions on social 
networking sites. Digital Journalism, 9(8), 1141–1161. https://doi.org/10.1080/21670811.2020. 
1805780  

Kenski, K., & Stroud, N. J. (2006). Connections between Internet use and political efficacy, knowl-
edge, and participation. Journal of Broadcasting & Electronic Media, 50(2), 173–192. https://doi. 
org/10.1207/s15506878jobem5002_1  

Kim, Y., Chen, H. T., & De Zúñiga, H. G. (2013). Stumbling upon news on the Internet: Effects of 
incidental news exposure and relative entertainment use on political engagement. Computers in 
Human Behavior, 29(6), 2607–2614. https://doi.org/10.1016/j.chb.2013.06.005  

Knudsen, E. (2022). Modeling news recommender systems’ conditional effects on selective exposure: 
Evidence from two online experiments. Journal of Communication, 73(2), 138–149. https://doi.org/ 
10.1093/joc/jqac047  

Ksiazek, T. B., Malthouse, E. C., & Webster, J. G. (2010). News-seekers and avoiders: Exploring 
patterns of total news consumption across media and the relationship to civic participation. 
Journal of Broadcasting & Electronic Media, 54(4), 551–568. https://doi.org/10.1080/08838151. 
2010.519808  

POLITICAL COMMUNICATION 17

https://doi.org/10.48550/arXiv.2003.03318
https://doi.org/10.1093/poq/nfw006
https://doi.org/10.1177/1461444817724170
https://doi.org/10.1177/1461444817724170
https://doi.org/10.1080/21670811.2018.1502045
https://doi.org/10.1080/21670811.2018.1502045
https://doi.org/10.1137/140976649
https://doi.org/10.1137/140976649
https://doi.org/10.1080/21670811.2017.1338145
https://doi.org/10.1002/(SICI)1099-1255(199609)11:5%3C573:AID-JAE413%3E3.0.CO;2-T
https://doi.org/10.1002/(SICI)1099-1255(199609)11:5%3C573:AID-JAE413%3E3.0.CO;2-T
https://doi.org/10.3998/3336451.0011.305
https://doi.org/10.3998/3336451.0011.305
https://doi.org/10.1073/pnas.2213020120
https://doi.org/10.1073/pnas.2213020120
https://doi.org/10.1073/pnas.2101967118
http://arxiv.org/abs/2011.12843
https://doi.org/10.1145/3392854
https://doi.org/10.1073/pnas.2025334119
https://doi.org/10.1080/21670811.2020.1805780
https://doi.org/10.1080/21670811.2020.1805780
https://doi.org/10.1207/s15506878jobem5002_1
https://doi.org/10.1207/s15506878jobem5002_1
https://doi.org/10.1016/j.chb.2013.06.005
https://doi.org/10.1093/joc/jqac047
https://doi.org/10.1093/joc/jqac047
https://doi.org/10.1080/08838151.2010.519808
https://doi.org/10.1080/08838151.2010.519808


Kümpel, A. S. (2019). The issue takes it all? Digital Journalism, 7(2), 165–186. https://doi.org/10.1080/ 
21670811.2018.1465831  

Kümpel, A. S. (2020). The Matthew effect in social media news use: Assessing inequalities in news 
exposure and news engagement on social network sites (SNS). Journalism, 21(8), 1083–1098.  
https://doi.org/10.1177/1464884920915374  

Lazer, D. (2015). The rise of the social algorithm. Science, 348(6239), 1090–1091. https://doi.org/10. 
1126/science.aab1422  

Liu, J., Dolan, P., & Pedersen, E. R. (2010). Personalized news recommendation based on click 
behavior. Proceedings of the 15th International Conference on Intelligent User Interfaces (pp. 31– 
40). https://doi.org/10.1145/1719970.1719976  

Metaxa, D., Park, J. S., Robertson, R. E., Karahalios, K., Wilson, C., Hancock, J., & Sandvig, C. (2021). 
Auditing algorithms: Understanding algorithmic systems from the outside. Foundations and 
Trends® in Human–Computer Interaction, 14(4), 272–344. https://doi.org/10.1561/1100000083  

Munger, K., & Phillips, J. (2022). Right-wing YouTube: A supply and demand perspective. The 
International Journal of Press/politics, 27(1), 186–219. https://doi.org/10.1177/1940161220964767  

Newman, N., Fletcher, R., Robertson, C. T., Eddy, K., & Nielsen, R. K. (2022). Reuters Institute digital 
news report 2021. Reuters Institute for the Study of Journalism.

Norris, J. R. (1998). Markov chains (Vol. 2). Cambridge University Press.
Pariser, E. (2011). The filter bubble: How the new personalized web is changing what we read and how 

we think. Penguin.
Pariser, E. (2015). Did Facebook’s Big New Study Kill My Filter Bubble Thesis. Medium. com. https:// 

medium.com/backchannel/facebook-published-a-big-new-study-on-the-filter-bubble-here-s- 
what-it-says-ef31a292da95 

Pearson, G. D., & Kosicki, G. M. (2017). How way-finding is challenging gatekeeping in the digital 
age. Journalism Studies, 18(9), 1087–1105. https://doi.org/10.1080/1461670x.2015.1123112  

Prior, M. (2007). Post-broadcast democracy: How media choice increases inequality in political 
involvement and polarizes elections. Cambridge University Press.

Roth, C., Mazières, A., Menezes, T., & Peixoto, T. P. (2020). Tubes and bubbles topological confine-
ment of YouTube recommendations. Public Library of Science ONE, 15(4), e0231703. https://doi. 
org/10.1371/journal.pone.0231703  

Scharkow, M., Mangold, F., Stier, S., & Breuer, J. (2020). How social network sites and other online 
intermediaries increase exposure to news. Proceedings of the National Academy of Sciences, 117(6), 
2761–2763. https://doi.org/10.1073/pnas.1918279117  

Stocking, G., Van Kessel, P., Barthel, M., Matsa, K., & Khuzam, M. (2020). Many Americans get news 
on YouTube, where news organizations and independent producers thrive side by side. Pew Research 
Center. https://www.journalism.org/2020/09/28/many-americans-get-news-on-youtube-where- 
news-organizations-and-independent-producers-thrive-side-by-side/ 

Thorson, K., Cotter, K., Medeiros, M., & Pak, C. (2021). Algorithmic inference, political interest, and 
exposure to news and politics on Facebook. Information, Communication & Society, 24(2), 183– 
200. https://doi.org/10.1080/1369118X.2019.1642934  

Thorson, K., & Wells, C. (2016). Curated flows: A framework for mapping media exposure in the 
digital age. Communication Theory, 26(3), 309–328. https://doi.org/10.1111/comt.12087  

Van Aelst, P., Strömbäck, J., Aalberg, T., Esser, F., De Vreese, C., Matthes, J., Hopmann, D., Salgado, 
S., Hubé, N., Stępińska, A., Papathanassopoulos, S., Berganza, R., Legnante, G., Reinemann, C., 
Sheafer, T., & Stanyer, J. (2017). Political communication in a high-choice media environment: A 
challenge for democracy? Annals of the International Communication Association, 41(1), 3–27.  
https://doi.org/10.1080/23808985.2017.1288551  

Vermeer, S., & Trilling, D. (2020). Toward a better understanding of news user journeys: A Markov 
chain approach. Journalism Studies, 21(7), 879–894. https://doi.org/10.1080/1461670X.2020. 
1722958  

Whittaker, J., Looney, S., Reed, A., & Votta, F. (2021). Recommender systems and the amplification of 
extremist content. Internet Policy Review, 10(2), 1–29. https://doi.org/10.14763/2021.2.1565  

Williams, B. A., & Delli Carpini, M. X. (2011). After broadcast news: Media regimes, democracy, and 
the new information environment. Cambridge University Press.

18 S. HUANG AND T. YANG

https://doi.org/10.1080/21670811.2018.1465831
https://doi.org/10.1080/21670811.2018.1465831
https://doi.org/10.1177/1464884920915374
https://doi.org/10.1177/1464884920915374
https://doi.org/10.1126/science.aab1422
https://doi.org/10.1126/science.aab1422
https://doi.org/10.1145/1719970.1719976
https://doi.org/10.1561/1100000083
https://doi.org/10.1177/1940161220964767
https://medium.com/backchannel/facebook-published-a-big-new-study-on-the-filter-bubble-here-s-what-it-says-ef31a292da95
https://medium.com/backchannel/facebook-published-a-big-new-study-on-the-filter-bubble-here-s-what-it-says-ef31a292da95
https://medium.com/backchannel/facebook-published-a-big-new-study-on-the-filter-bubble-here-s-what-it-says-ef31a292da95
https://doi.org/10.1080/1461670x.2015.1123112
https://doi.org/10.1371/journal.pone.0231703
https://doi.org/10.1371/journal.pone.0231703
https://doi.org/10.1073/pnas.1918279117
https://www.journalism.org/2020/09/28/many-americans-get-news-on-youtube-where-news-organizations-and-independent-producers-thrive-side-by-side/
https://www.journalism.org/2020/09/28/many-americans-get-news-on-youtube-where-news-organizations-and-independent-producers-thrive-side-by-side/
https://doi.org/10.1080/1369118X.2019.1642934
https://doi.org/10.1111/comt.12087
https://doi.org/10.1080/23808985.2017.1288551
https://doi.org/10.1080/23808985.2017.1288551
https://doi.org/10.1080/1461670X.2020.1722958
https://doi.org/10.1080/1461670X.2020.1722958
https://doi.org/10.14763/2021.2.1565


Wojcieszak, M., Menchen-Trevino, E., Clemm von Hohenberg, B., de Leeuw, S., Gonçalves, J., 
Davidson, S., & Gonçalves, A. (2024). Non-news websites expose people to more political content 
than news websites: Evidence from browsing data in three countries. Political Communication, 41 
(1), 129–151. https://doi.org/10.1080/10584609.2023.2238641  

Wu, A. X., Taneja, H., & Webster, J. G. (2021). Going with the flow: Nudging attention online. New 
Media & Society, 23(10), 2979–2998. https://doi.org/10.1177/1461444820941183

POLITICAL COMMUNICATION 19

https://doi.org/10.1080/10584609.2023.2238641
https://doi.org/10.1177/1461444820941183

	Abstract
	Media Exposure As Sequential Flows: Two Influence Pathways of Algorithmic Curation
	Pathway One: Topical Filter Bubbles
	Pathway Two: Algorithmic Redirection

	Methods
	YouTube and Recommendation Algorithms
	Data
	Analysis 1: Transition Probability Matrix
	Analysis 2: Network Analysis
	Analysis 3: Markov Chains

	Findings
	Topical Filter Bubble: Self-Reinforcing Topic Recommendations
	Algorithmic Redirection: Asymmetric Transition Between Categories
	Combining Two Pathways: Steady Probability Distribution

	Discussion
	Notes
	Acknowledgments
	Disclosure Statement
	Notes on contributors
	Data Availability Statement
	Open scholarship
	References

